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Abstract—Multiple Input Multiple Output (MIMO) radar systems with widely separated antennas provide spatial diversity gain by viewing the targets from different angles. In this paper, we propose an approach to accurately estimate the properties (position, velocity) of multiple targets using such systems by employing sparse modeling. We also propose a new metric to analyze the performance of the radar system. We develop an adaptive mechanism for optimal energy allocation at different transmitters. We show that this adaptive mechanism outperforms MIMO radar systems that transmit fixed equal energy across all the antennas.
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I. INTRODUCTION

Multiple Input Multiple Output (MIMO) radar [1]–[5] has attracted a lot of attention in recent times due to the improvement in performance it offers over conventional single antenna systems. MIMO radar is typically used in two configurations, namely distributed (widely separated) and colocated. In distributed MIMO radar [1]–[3], the antennas are widely separated. This enables viewing the target from different angles. Hence, if the target returns between a particular transmitter and receiver are weak, then it is highly likely that they will be compensated by the returns between other antenna pairs. While distributed MIMO radar exploits spatial diversity, colocated MIMO radar [4] exploits the waveform diversity. In this configuration, all the antennas are closely spaced and hence the target Radar Cross Section (RCS) values are the same for all transmitter-receiver pairs. In this paper, we study MIMO radar with widely separated antennas in the context of sparse modeling for estimating the positions and velocities of multiple targets.

Since the number of targets in a radar scene is limited, we can use sparse modeling to represent the radar data. Sparse modeling and compressive sensing have been applied to the field of radar [6]–[8]. So far, it has been used for MIMO radar only in the context of closely spaced antennas [7]–[9]. To the best of our knowledge, the important configuration of distributed MIMO radar has not been approached from a sparse modeling perspective. This configuration is very important since it provides spatial diversity. In [8], the authors call their system distributed MIMO radar even though they are actually using colocated MIMO radar. This is evident from the fact that they use the same RCS value for all transmitter-receiver pairs. In this paper, we deal with this important aspect.

Adaptive radar design has been a hot topic for a number of years. Implementing the radar system in a closed loop by adaptively choosing the properties of the transmitted waveforms based on the knowledge of the environment gives significant improvement in performance. References [3], [10], [11] demonstrate the advantages of adaptive design under different configurations. In [10], adaptive polarization design is considered in the context of Single Input single Output (SISO) radar systems. References [3], [11] discuss the problem of adaptive waveform design for MIMO radar. In this paper (see also [12]), we propose an optimal adaptive energy allocation mechanism for distributed MIMO radar using the reconstructed sparse vectors. We also introduce a new metric to analyze the performance of the radar system. Using this metric, we show that this adaptive mechanism outperforms MIMO radar systems that transmit fixed equal energy across all the antennas.

In section II, we derive the signal model for MIMO radar using sparse representation. In section III, we present different algorithms for sparse support recovery to infer about the targets (position, velocity). In section IV, we propose the optimal energy allocation mechanism. In section V, we use numerical results to show the performance of the sparse recovery algorithms in estimating the target positions and velocities. We demonstrate the improvement offered by adaptive energy allocation. In section VI, we conclude this paper.

II. SIGNAL MODEL

We assume that there are $M_T$ transmitters, $M_R$ receivers, and $K$ targets. Further, we assume that all the targets are moving in a 2 dimensional plane. This can be extended without loss of generality to the 3 dimensional case. The $k^{th}$ target is located at $p_k = [p_{kx}, p_{ky}]$ and it moves with a velocity $v_k = [v_{kx}, v_{ky}]$. The $i^{th}$ transmitter and $j^{th}$ receiver are located...
at $\mathbf{t}_i = [t_i, t_{ij}]$ and $\mathbf{r}_j = [r_{jx}, r_{jy}]$, respectively. We transmit orthonormal waveforms from the different transmitters. Let $w_i(t)$ be the baseband waveform transmitted from the $i^{th}$ transmitter. Further, we assume that the cross correlations between these waveforms is close to zero for different delays [11–3]. Define $a_{ij}^k(t)$ as the RCS of the $k^{th}$ target between the $i^{th}$ transmitter and the $j^{th}$ receiver. Then, the bandpass signal arriving at the $j^{th}$ receiver can be expressed as

$$y_j(t) = \text{Re} \left\{ \sum_{k=1}^{K} \sum_{i=1}^{M_T} a_{ij}^k(t) w_i(t - \tau_{ij}^k) \times e^{j2\pi(f_c(t - \tau_{ij}^k) + f_d(t - \tau_{ij}^k))} \right\},$$

where $f_c$ is the carrier frequency, $\tau_{ij}^k$ and $f_d_{ij}$ are the delay and Doppler shift corresponding to the $k^{th}$ target.

(1)

$$r_{ij}^k = \frac{1}{c} \left\| \mathbf{p}_i - \mathbf{t}_i \right\| + \left\| \mathbf{p}_j - \mathbf{r}_j \right\|,$$

$$f_d_{ij} = \frac{f_c}{c} \left( \mathbf{u}_i^k \cdot \mathbf{u}_{r_j}^k - \mathbf{u}_j^k \cdot \mathbf{u}_{t_i}^k \right),$$

where $\mathbf{u}_i^k, \mathbf{u}_{r_j}^k$ denote the unit vector from the $i^{th}$ transmitter to the $k^{th}$ target and the unit vector from the target to the $k^{th}$ receiver, respectively; $(.,.)$ is the inner product operator, and $c$ is the speed of propagation of the wave in the medium.

We define the target state vector $\mathbf{z} = [p_x, p_y, v_x, v_y]^T$. The goal is to estimate $\mathbf{z}$ for all the $K$ targets. The received signals at each receiver are first down converted from the radio frequency and then passed through a bank of $M_T$ matched filters, each of which corresponds to a particular transmitter. Under the orthogonality assumption [11–3], the sampled outputs of the $i^{th}$ matched filter at the $j^{th}$ receiver is given as

$$y_{ij}(n) = \sum_{k \in K} a_{ij}^k(n) e^{j2\pi(f_d_{ij}(n - \tau_{ij}^k) + f_d_{ij}^k)} + e_{ij}(n),$$

where $e_{ij}(n)$ is the additive noise at the output of the $i^{th}$ matched filter of the $j^{th}$ receiver, $K$ represents a set containing all the targets that contribute to the matched filter output at time $n$. In order to arrive at the above expression, we also assume that the target RCS values do not vary within a pulse duration and the Doppler shift is small. Hence, $a_{ij}^k(t)e^{j2\pi f_d_{ij}^k t}$ varies slowly when compared with $w_i(t)$. Now, we discretize the target state space into a grid of $L$ values $\{\mathbf{z}_l, \forall l = 1, \ldots, L\}$. Hence, each of the targets is associated with a state vector belonging to this grid. If the presence of a target at $\mathbf{z}_l$ contributes to the matched filter output at $n$, define $\psi_{ij}^l(n) = e^{j2\pi(f_d_{ij}(n - \tau_{ij}^k) - f_d_{ij}^k)}$, else $\psi_{ij}^l(n) = 0$. Also, if $\mathbf{z}_l$ is the state vector of the $k^{th}$ target, we define $s_{ij}^k(n) = a_{ij}^k(n)$, else $s_{ij}^k(n) = 0$. For each $j$, we stack $s_{ij}^l(n)$, $y_{ij}(n)$, and $e_{ij}(n)$ corresponding to different transmitters to obtain $M_T$ dimensional column vectors $s_{ij}^l(n)$, $y_{ij}(n)$ and $e_{ij}(n)$, respectively. Similarly, we arrange $\psi_{ij}^l(n)$ into $(M_T \times M_T)$ dimensional diagonal matrix $\Psi^l(n)$.

$$s_{ij}^l(n) = [s_{ij}(1), \ldots, s_{M_T}(n)]^T, \quad y_{ij}(n) = [y_{ij}(1), \ldots, y_{M_T}(n)]^T, \quad e_{ij}(n) = [e_{ij}(1), \ldots, e_{M_T}(n)]^T, \quad \Psi^l(n) = \text{diag} \{\psi_{ij}^1(n), \ldots, \psi_{M_T}(n)\},$$

where diag{ } refers to a diagonal matrix whose entries are given by { } and [ ]$^T$ denotes the transpose of [ ]. Further, we arrange $\{s_{ij}^l(n)\}_{j=1}^{M_T} \{y_{ij}(n)\}_{j=1}^{M_T}$, and $\{e_{ij}(n)\}_{j=1}^{M_T}$ into $M_T \times M_T$ dimensional column vectors $s_{ij}^l(n)$, $y_{ij}(n)$, and $e_{ij}(n)$, respectively and $\{\Psi^l(n)\}_{j=1}^{M_T}$ into $(M_T \times M_T)$ dimensional diagonal matrix $\Psi(n)$.

Finally, stacking $\{s_{ij}^l(n)\}_{l=1}^{L}$ and $\{\Psi^l(n)\}_{l=1}^{L}$ into $LM_T \times LM_T$ dimensional column vector and $(M_T \times M_T)$ dimensional matrix respectively, we obtain

$$s(n) = [s^1(n), \ldots, s^L(n)]^T, \quad \Psi(n) = [\Psi^1(n), \ldots, \Psi^L(n)]^T.$$ (12) (13)

Therefore, we can express the received vector at the $n^{th}$ time snapshot as

$$y(n) = \Psi(n)s(n) + e(n),$$ (14)

where $s(n)$ is a sparse vector with $K M_T M_T$ non-zero entries. We have expressed our observed data using sparse representation. We assume that the target RCS values do not vary over a period of $N$ time snapshots. Now, we stack $\{y(n)\}_{n=1}^{N}$, $\{e(n)\}_{n=1}^{N}$ and $\{\Psi(n)\}_{n=1}^{N}$ into

$$\mathbf{y}_{(NM_T M_T \times 1)} = [(y(1))^T, \ldots, (y(N))^T]^T, \quad \mathbf{e}_{(NM_T M_T \times 1)} = [(e(1))^T, \ldots, (e(N))^T]^T, \quad \mathbf{\Psi}_{(NM_T M_T \times (LM_T M_T))} = [(\Psi(1))^T, \ldots, (\Psi(N))^T]^T,$$

to obtain

$$y = \Psi s + e.$$ (15)

$\Psi$ is known and only $s$ depends on the actual targets.

### III. Sparse Support Recovery

In order to find the properties of the targets (position, velocity), we need to recover the sparse vector $s$ from the measurements $y$. The two most popular approaches for sparse signal recovery are Matching Pursuit [13] (MP) and Basis Pursuit [14] (BP).
A. Matching Pursuit (MP)

Matching pursuit is an iterative algorithm [13] that can be used for sparse signal recovery. Since all the columns of \( \Psi \) are not necessarily independent, there are infinitely many solutions for \( s \) even when there is no noise. In MP, we first initialize the reconstructed vector \( s^{(0)} = 0 \) and the residual \( r^{(0)} = y \). In each subsequent iteration \( k' \), we project the residual vector \( r^{(k'-1)} \) onto all the columns of \( \Psi \) and pick the column \( \psi_{(k')} \) that has the highest correlation with the residual. We update the estimated reconstructed vector

\[
\hat{s}^{(k')} = \hat{s}^{(k'-1)} - \frac{\langle r^{(k'-1)}, \psi_{(k')} \rangle}{\langle \psi_{(k')}, \psi_{(k')} \rangle} \psi_{(k')}.
\]

We finally update the residual as

\[
r^{(k')} = r^{(0)} - \hat{s}^{(k')}.
\]

After sufficient number of iterations, the residual approaches zero.

B. Basis Pursuit (BP)

Basis pursuit is an optimization principle. In MP, we are not optimizing a specific objective function. We just proceed heuristically to obtain the solution. However, in BP, we minimize an objective function [14] and we are guaranteed to solve the optimization problem. BP is presented under two scenarios; in the absence of noise and in the presence of noise.

1) Absence of Noise: In the absence of noise, BP aims at minimizing \( \| y - \Psi s \|_1 \) under the constraint \( y = \Psi s \). Since usually \( N \ll L \), there are many different vectors \( s \) that satisfy the constraint. We choose the solution that has the least \( l_1 \) norm. This optimization problem can be modeled as a linear program [14]. There are many existing algorithms to solve this problem. One such algorithm is the BP-Simplex algorithm. In MP, we begin with an empty basis and we keep adding columns to the basis in each iteration by computing the column that gives the maximum correlation with the residue. However, in BP we begin with a basis set \( \Psi^{(0)}_B \) that contains \( K_M T M_R \) linearly independent columns of \( \Psi \) such that \( y \) lies in the column space of \( \Psi^{(0)}_B \). The rest of the columns form another set \( \Psi^{(0)}_B \). We recover the initial estimate \( s^{(0)} \) by using the basis \( \Psi^{(0)}_B \). In every subsequent iteration \( k' \geq 1 \), we choose the swap of a column between \( \Psi^{(k'-1)}_B \) and \( \Psi^{(k'-1)}_B \) such that the \( l_1 \) norm of the reconstructed vector \( s^{(k')} \) corresponding to this swap is lower than that corresponding to any other swap. We update the basis sets according to this swap. Once we reach the optimal solution, there will be no swap that will further reduce the \( l_1 \) norm. This algorithm always guarantees convergence to the optimal solution in the absence of noise.

2) Presence of Noise: Clearly the above approach of basis pursuit will fail in the presence of noise. Hence, in [14], the authors propose Basis Pursuit De-Noising (BPDN). This is an unconstrained minimization problem

\[
\min \frac{1}{2} \| y - \Psi s \|_2^2 + \lambda \| s \|_1.
\]

Typically \( \lambda = \sigma \sqrt{2 \log (LM_T M_R)} \) where \( \sigma \) represents the noise level. To solve this problem we used CVX, a package for specifying and solving convex programs [15], [16]. We present the results in section V.

IV. Optimal Adaptive Energy Allocation

Before we propose the energy allocation mechanism, we shall first define an important performance metric. As mentioned earlier, the \( L M_T M_R \) length vector \( s \) has only \( K M_T M_R \) non-zero entries. Let the reconstructed vector be denoted by \( \hat{s} \). We would like to have the most significant \( K M_T M_R \) entries of \( \hat{s} \) correspond to the same indices as the non-zero entries of \( s \). If this is not the case, then we will wrongly map the target states for one or more targets. We define a \( L \) length vector \( \hat{s} \)

\[
\hat{s}(l) = \sum_{i=1}^{M_T} \sum_{j=1}^{M_R} \| \hat{s}(M_T M_R (l-1) + M_R (j-1) + i) \|^2.
\]

Further, define \( s^* \) as a \( K \) length vector which contains the values that \( \hat{s} \) carries at the correct \( K \) indices. Similarly we define \( \hat{s}^* \) as a \( L \) length vector that takes a value of 0 at the correct \( K \) indices and takes the same values as \( \hat{s} \) at every other index. It is clear that the non-zero entries of \( s^* \) correspond to the non-target states.

We define the metric

\[
\Delta = \frac{\min \hat{s}^*}{\max s^*}.
\]

If this metric has a value greater than 1, then all the actual correct target indices dominate the other indices in \( \hat{s} \). This is desirable. Otherwise, the estimates are not good enough. Hence, the higher the value of \( \Delta \), the better the performance of the system. In section V, we use this metric to analyze the results.

Let \( E_i \) be the energy of the waveform transmitted from the \( i \)th transmitter. So far, we have assumed that all the transmitters send out orthonormal waveforms. Hence, the transmitting energies for all the transmitters \( E_i = 1 \) and the total energy transmitted \( \sum_{i=1}^{M_T} E_i = M_T \). At the receiver side, we use the algorithms mentioned in the previous section to obtain the reconstructed sparse vector \( \hat{s} \). This vector contains estimates of the attenuations \( a_{ij}^k \). Since the different antenna pairs view the targets from different angles, these attenuations will be different from each other. Hence, equal energy allocation to all the transmitters does not necessarily give the best performance. We have the over all energy constraint \( \sum_{i=1}^{M_T} E_i = M_T \). We initialize the system by transmitting equal energies \( E_i = 1 \) from all the transmitters and estimate the RCS values \( a_{ij}^k \) from the reconstructed vector \( \hat{s} \). We aim to optimize the performance of the system for the next processing interval by picking the transmit energy allocation that maximizes the minimum target returns. Hence, the goal is to solve the following optimization problem and find the optimal \( E_i \) such that \( \sum_{i=1}^{M_T} E_i = M_T \)

\[
\max \min_{E_i} \sum_{i=1}^{M_T} \sum_{j=1}^{M_R} E_i \| \hat{a}_{ij}^k \|^2.
\]

Since the operators \( \max \{ \cdot \} \) and \( \min \{ \cdot \} \) can be represented as the \( l_\infty \) and \( l_{-\infty} \) norms respectively, we can solve the
above optimization problem using CVX [15], [16]. By this optimization criterion, we are maximizing the numerator in the expression for $\Delta$ for the next processing interval. We shall show in section VI that this optimal choice of waveform energies gives significant improvement in performance.

V. NUMERICAL RESULTS

We simulated a $2 \times 2$ MIMO radar system. We denote the positions of all the transmitters, targets and receivers on a common Cartesian coordinate system. The transmitters are located at $[100,0] \text{ m}$ and $[200,0] \text{ m}$. The receiver locations are $[0,100] \text{ m}$ and $[0,200] \text{ m}$. The carrier frequency of the transmitted waveforms is $f_c = 1 \text{ GHz}$. Within each processing interval, we consider three pulses that are transmitted $33.3 \text{ ms}$ apart. We choose $N = 243$ for the simulation results. We choose $N = 243$. Therefore, $y$ has 972 entries. We divide the target position space into $9 \times 9$ grid points and the target velocity space into $5 \times 5$ grid points. Therefore, the total number of possible target states $L = 2025$. We considered the presence of 3 targets. The positions and the velocities of the targets are given as

$$
\begin{align*}
\mathbf{p}_1 &= [110, 280] \text{ m}, \\
\mathbf{v}_1 &= [120, 100] \text{ m/s}, \\
\mathbf{p}_2 &= [80, 280] \text{ m}, \\
\mathbf{v}_2 &= [110, 110] \text{ m/s}, \\
\mathbf{p}_3 &= [100, 260] \text{ m}, \\
\mathbf{v}_3 &= [130, 130] \text{ m/s}.
\end{align*}
$$

The attentuations for the 3 targets are

$$
\begin{align*}
[a_{11}, a_{12}, a_{21}, a_{22}] &= [0.3\epsilon, 0.3\epsilon, 0.7\epsilon, 0.8\epsilon], \\
[a_{11}, a_{12}, a_{21}, a_{22}] &= [0.4\epsilon, 0.5\epsilon, 0.3\epsilon, 0.2\epsilon], \\
[a_{11}, a_{12}, a_{21}, a_{22}] &= [0.4\epsilon, 0.5\epsilon, 0.8\epsilon, 0.7\epsilon],
\end{align*}
$$

where $\epsilon = 1 + \sqrt{-1}$. The entries of $e$ are generated independently from Gaussian distribution. We assume each of these samples has the same variance $\sigma^2$. We define the signal to noise ratio (SNR) for the MIMO radar system as

$$10 \log \left( \frac{||\Psi||^2}{E[||e||^2]} \right) \text{ dB}.$$ 

First we compare the performances of the two algorithms matching pursuit and basis pursuit denoising. We perform these simulations at an SNR of 13.2 dB and for BPDN we chose $\lambda = \sigma \sqrt{2 \log (LM_T M_R)}$. For MP, we used 20 iterations. Since it is not possible to plot the position and velocity on the same plot, we plotted the estimates of position and velocity separately. For computing the estimate at a particular grid point on the position plot, we average over all $5 \times 5$ velocity grid points corresponding to that position grid point. Similarly, we average over all the $9 \times 9$ position grid points in order to obtain the velocity plot. We do this only to be able to plot position and velocity estimates separately.

From Fig. 1 and Fig. 2, we can see that both the algorithms are able to estimate the positions and velocities of the 3 targets. However, it is important for us to analyze the performances of the two algorithms by evaluating the performance metric $\Delta$. Fig. 3 plots $\Delta$ as a function of the SNR and we can clearly see that BPDN outperforms MP. $\Delta$ remains above 1 for much lower SNR for BPDN when compared with MP. When $\Delta < 1$, some of the non-target states dominate the reconstructed vector. Since BPDN outperforms MP, for all further simulation results, we shall use only BPDN. We used 100 independent Monte Carlo runs to generate these results.

Now we demonstrate the advantages of having adaptive energy allocation. We assume we have estimates of the target RCS values from the estimation of the previous processing interval. We apply the optimization principle described in section IV. As we see from Fig. 4, the adaptive energy allocation gives significant improvement in performance. The value of $\Delta$ is higher when compared with the equal energy transmission. Even at an extremely low SNR of $-1.1$ dB, the value of $\Delta$ remains greater than 1 for the proposed energy allocation scheme. Also, at an SNR of 13.2 dB, $\Delta$ nearly doubles while using the energy allocation scheme.

VI. CONCLUSION

We proposed a sparse modeling approach to estimate the positions and velocities of multiple targets using distributed MIMO radar. We demonstrated the accurate reconstruction of
the target state vectors. We introduced a new metric to analyze the performance of the system. Also, we proposed an optimal adaptive energy allocation mechanism to further enhance the performance. We show this improvement using simulations.
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