1. Introduction

The development of broadband excitation and inversion pulses with tolerance to $B_1$-field inhomogeneity is a long-standing goal in NMR spectroscopy [1–20]. Usually, the performance of such pulses is limited by the available rf-amplitude. In a number of applications, however, the overall rf-power of an experiment proves to be the main restriction. Examples are heteronuclear decoupling schemes in high resolution NMR, where the applied rf-power can damage the probehead, or approaches in magnetic resonance imaging with strict FDA guidelines for rf-power deposition.

It is of both theoretical and experimental interest to know the physical limits of potential excitation and inversion pulses. We therefore studied systematically the performance of rf-amplitude-limited pulses with respect to pulse duration, bandwidth, and tolerance to rf-amplitude variations using algorithms based on optimal control theory [21].

The application of optimal control theory to the design of pulses [22–30] is well-established by now. It involves the calculation of a gradient towards better performing pulse parameters based on an analytical formula and allows the optimization of a very large number of independent parameters. In cases where the theoretical limits of quantum evolution are known [31–37], numerical algorithms based on principles of optimal control theory provide pulse sequences which approach the physical limits [38–40]. We therefore have reason to expect that BEBOP (broadband excitation by optimized pulses [25]) and BIBOP (broadband inversion by optimized pulses [21]) pulses perform close to the global optimum.

In this article, we present a systematic study of excitation and inversion pulses with unlimited rf-amplitude, but limited average rf-power. After introducing the algorithm, resulting pulse performances and pulse shapes are shown and compared to rf-amplitude-limited BEBOP/BIBOP and other published pulses.

2. Theory

Optimal control theory and its application to NMR spectroscopy is described in detail elsewhere [23–26,40]. The optimization algorithm used in the systematic studies of rf-power-limited excitation and inversion pulses presented in this article is very similar to the one used in [21,26] to limit the maximum rf-amplitude.

The quality factor or final cost $\Phi$ used in the optimizations is the transfer efficiency from the initial magnetization $\mathbf{M}(t_0) = \mathbf{M}_z$ to the target state $\mathbf{F}$ ($\mathbf{F} = \mathbf{M}_z$ for excitation and $\mathbf{F} = -\mathbf{M}_z$ for inversion pulses), averaged over all offsets and rf-amplitudes specified for a specific optimization. It can be written as

$$\Phi = \frac{1}{n_{\text{off}}n_{\text{rf}}} \sum_{i=1}^{n_{\text{off}}} \sum_{j=1}^{n_{\text{rf}}} \mathbf{M}_y(t_p) \cdot \mathbf{F}$$
where \( i = 1 \ldots n_{a,t} \) labels the various offset points and \( j = 1 \ldots n_{t} \) the scaled rf-amplitudes calculated for each pulse of length \( t_{p} \), e.g. to include the effects of rf-inhomogeneity or rf-amplitude misad-
justments. With the effective rf-field in the rotating frame \( \omega_{k} \) given by

\[
\omega_{k} = \omega_{1}(t) \cos \phi(t) x + \sin \phi(t) y + \Delta \omega(t) z
\]

\( = \omega_{s}(t) + \Delta \omega(t) z \)  

(2)

the optimization procedure itself can be described by the following steps (see [25,26,40] for a more detailed derivation).

1. Choose an initial rf sequence \( \omega_{1}^{(0)}(t) \).
2. Evolve \( \mathbf{M} \) forward in time starting from \( \mathbf{M}(t_0) \).
3. Calculate \( \Gamma(t_{s}) = \mathbf{M}(t_{s}) \times \mathbf{F} \) for all offsets and scaled rf-amplitudes and evolve it backwards in time.
4. \( \omega_{s}^{(i-1)}(t) \to \omega_{s}^{(i)}(t) + \epsilon \Gamma(t) \).
5. Calculate \( \mathbf{P} = \frac{1}{\Phi} \int_{0}^{t_{p}} \text{dt} \omega_{s}(t) \).
6. If \( \mathbf{P} > P_{\text{max}} \), set \( \omega_{s}(t) \to \omega_{s}(t) \cdot \sqrt{\frac{P_{\text{max}}}{P_{\text{max}} - \epsilon \Gamma(t)}} \).
7. Repeat steps 2–6 until a desired convergence of \( \Phi \) is reached.

\( \Phi \) is proportional to the integral of the rf-power of the pulse, which in practice is calculated as the sum over all \( n \) piecwise constant segments of the shaped pulse \( \mathbf{P} = \frac{1}{\Phi} \sum_{i=1}^{n} (\omega_{s}(t_{i-1}))^{2} \). The rf-
power limit is typically given as the rf-amplitude of a corresponding constant amplitude pulse \( \omega_{\text{max}} = \sqrt{P_{\text{max}}} \), which ensures direct comparability with previously optimized rf-amplitude-limited pulses [21]. Since the optimization is performed over a range of frequency offsets and variations in peak rf calibration, the gradient \( \Gamma \) used in step 4 is averaged over the entire range. The incrementation \( \epsilon \) is either chosen small enough to ensure convergence of the algorithm or it is determined by a linear minimization at each step. Instead of using directly the gradient \( \Gamma \), we implemented its conjugated gradient in step 4 which results in even faster optimi-
ization convergence [40].

Using the described algorithm, the pulse performance was stud-
ied systematically in the following way. Sets of excitation and inversion pulses were calculated for bandwidths of 10, 20, 30, 40, and 50 kHz considering ideal \( \text{rf-amplitude} \) (no scaling factor ap-
plied). Also, sets of pulses for bandwidths of 10, 20, and 50 kHz with \( \text{rf-amplitude} \) variations of \( \mu \) of \( \pm 10\% \), \( \pm 20\% \), \( \pm 30\% \), and \( \pm 40\% \) (scaling factor applied on rf-amplitude is \( 1 + \mu \)) were optimized to test robustness against \( B_{1} \)-field inhomogeneity. In all cases, the root mean square average \( \text{rf-amplitude} \) was limited to \( \omega_{\text{max}} = 10 \text{ kHz} \) using the method described above.

For each set, pulse lengths \( t_{p} \) were varied in ranges as listed in Table 1. Generally, pulse durations were incremented until the quality factor \( \Phi \) exceeded 0.995. Each chosen bandwidth was di-
vided into equal increments, with \( n_{a,t} = 100 \). \( n_{t} \) was chosen equal to 5 with equidistant percentage amplitude changes whenever variations in \( \text{rf-amplitude} \) were included in the calculations. The time digitization for the optimized shapes was 0.5 \( \mu \)s in all cases. One hundred randomized starting pulses were generated to start 100 optimizations for each data point in Figs. 1 and 2. As for pulses optimized with limited \( \text{rf-amplitude} \), the convergence of each single optimization was very fast, ranging from seconds for the short-
est pulses to tens of minutes for the longer ones with larger \( n_{a,t} \) and \( n_{t} \). Computations were performed on several Linux-based PCs equipped with AMD Athlon processors.

3. Results

The results of the optimizations of excitation and inversion pulses are shown in Figs. 1 and 2, respectively. The performance of the optimized pulses described by the quality factor \( \Phi \) is given as a function of pulse length on a linear scale in Figs. 1A, D and

2A, D. A logarithmic scale is used in Figs. 1B, E and 2B, E to show the differences at longer pulse durations more clearly. Figs. 1C, F and 2C, F show peak \( \text{rf-amplitude} \)s in corresponding pulses. As ex-
pected from our previous study, higher demands in terms of band-
width or tolerance to \( \text{rf-amplitude} \) variation lead to reduced quality factors that can, however, be compensated by increased pulse lengths. The relation between duration and bandwidth is roughly linear for both types of pulses for the investigated offset and \( \text{rf} \) ranges.

In contrast to optimizations with limited \( \text{rf-amplitude} \), a weak step or wave-like behavior of the cost \( \Phi \) with respect to pulse dura-
tion is only observed for excitation pulses with significant toler-
ance to \( \text{rf-inhomogeneity} \) (c.f. Fig. 1D). The origin for these waves is unclear since no specific change in pulse families can be ap-
pointed to the steps. For excitation pulses with \( \mu = 0 \) and for inver-
sion pulses, a very smooth, more or less exponential decrease of errors (defined as \( 1 - \Phi \)) with respect to pulse duration can be ob-
served for bandwidths of 20 kHz or larger. Indeed, the excitation pulses optimized with \( \mu = 0 \) all belong to the same pulse family, and all optimized inversion pulses belong to two pulse families that seem to be of equivalent quality.

The pulse shape of \( \mu = 0 \) excitation pulses is very similar to the phase-alternated ones shown in Fig. 3A–D with a sinc-like am-
plitude-modulation. The pulse shapes resemble to some extent poly-
chromatic pulses and ICEBERG pulses for wideband excitation described in [18] and [41], which, however, were designed without constraints in power deposition. Interestingly, the maximum \( \text{rf-amplitude} \) of this class of pulses for a given performance increases strongly linearly with the desired bandwidth and is always reached at the end of the pulse shape. For the pulses with \( \Phi > 0.995 \) this maximum amplitude is, moreover, almost identical to the band-
width. The same relation can be found for 90\(^\circ\) hard pulses, where the phase-corrected excitation bandwidth with 99.5% transfer into the x y-plane is about equal to their \( \text{rf-amplitude} \) (see e.g. Fig. 2B of [28]). For \( \text{rf-power} \)-limited excitation pulses optimized with re-
spect to robustness against variations in \( \text{rf-amplitude} \), in addition to the sinc-like pulse shapes, other shapes with more vivid am-
plitude and phase modulations appear (Fig. 3E). The vast majority of these pulse shapes shows an almost linear phase sweep on top of the fine modulations.

An inspection of pulse shapes produced for inversion pulses (c.f. Fig. 4) reveals that pulses of two families emerge: one family con-
ists of constant phase, amplitude-modulated pulses that strongly

| Table 1 | Constraints used for optimizations of pulses with limited average rf-power |
|---|---|---|---|---|
| \( \Delta \Phi \) (kHz) | \( \mu \) (%) | \( t_{p} \) excitation (\( \mu \)) | \( t_{p} \) inversion (\( \mu \)) |
| 10 | – | 5–45 | 5–105 |
| 20 | – | 5–65 | 5–155 |
| 30 | – | 5–85 | 5–205 |
| 40 | – | 5–105 | 5–265 |
| 50 | – | 5–125 | 5–325 |
| 10 | ±10 | 5–95 | 5–135 |
| 10 | ±20 | 5–135 | 5–155 |
| 10 | ±30 | 5–185 | 5–195 |
| 10 | ±40 | 5–235 | 5–245 |
| 20 | ±10 | 5–125 | 5–175 |
| 20 | ±20 | 5–185 | 5–225 |
| 20 | ±30 | 5–255 | 5–295 |
| 20 | ±40 | 5–375 | 5–345 |
| 30 | ±10 | 5–175 | 5–255 |
| 30 | ±20 | 5–245 | 5–305 |
| 30 | ±30 | 5–345 | 5–325 |
| 30 | ±40 | 5–405 | 5–355 |

\* \( \Delta \Phi \) is defined as the excitation/inversion bandwidth used in the optimization. \( \mu \) corresponds to the range of \( \text{rf-amplitude} \) tolerance incorporated in the optimization.
resembles pulse shapes of known selective inversion pulses. The pulse shown in Fig. 4A, for example, looks very much like a Gaussian pulse [42] and the one of Fig. 4D is strikingly similar to a time-reversed G3 Gaussian-cascade pulse [43] or a selective time-reversed spline-based pulse [12]. The second pulse family shows a very smooth phase behavior similar to BIP [19] and BIBOP [21] pulses, but with an additional amplitude-modulation where the maximum rf-amplitude coincides with the central extremum of the phase (Fig. 4C and E). The shapes of the second family closely resemble the pulse shape derived in [44] for optimized decoupling at low rf-power levels with essentially identical requirements. For pulse lengths exceeding approximately 100 μs, both pulse families appear to be optimal in a random manner, suggesting that there are only minor differences in performance, if at all.

The limitation of the root mean square average rf-amplitude to 10 kHz in the presented study makes the results directly comparable to the ones obtained in [21] with limited rf-amplitude. A comparison of the performance curves for the two types of pulses in Figs. 5 and 6 clearly shows the overall better quality of the rf-power-limited pulses. The improvement is strongest for large bandwidth excitation without variation in rf-amplitude (5B), where up to two times shorter pulses lead to the identical pulse performance, and decreases with the introduction of B1-variations (6). Apparently the overall improved performance is connected with the larger maximum rf-amplitude available in rf-power-limited pulses. While a distinct step or wave-like behavior is observed for the amplitude-limited pulses, the performance curves of power-limited pulses are very smooth as mentioned above.
As in [21], we calculated the quality factor $U$ for a number of already published excitation and inversion pulses for comparison. In all cases, we again set the root mean square average rf-amplitude to 10 kHz for consistent results. Because some of the published pulse shapes are amplitude-modulated, we obtained slightly different values for calculated durations and bandwidths when considering rf-power compared to the ones reported in [21]. The pulses used were the following ones: composite pulses taken from [5,7,8] for excitation and from [2,5–7,14,45] for inversion; sech/tanh and tanh/tan adiabatic pulses for several bandwidths as described in [46]; BIP [19] and BIBOP [21] inversion pulses, and finally, the pulse shape reported in [44]. As in [21], we numerically determined the maximum bandwidth for which the quality factor $U$ reaches 0.98 for all pulses. The results are shown in Fig. 7: none of the reported excitation or inversion pulses reaches the performance of the power-BEBOP/power-BIBOP pulses. Power-BEBOP pulses allow the excitation of a given bandwidth in a much shorter time than any of the other pulses (Fig. 7A and B). For inversion, the gain in pulse performance is less pronounced, with only slight improvements compared to BIBOP pulses. One pulse, the power-optimized inversion pulse reported in [44], can cover the bandwidth of a corresponding BIBOP pulse at a shorter pulse length and almost reaches the performance of the power-BIBOP pulses (Fig. 7C). However, its performance breaks down as soon as variations in rf-amplitude of $\pm 20\%$ are considered (Fig. 7D).

4. Discussion

Next to available rf-amplitudes, the applied rf-power poses severe restrictions to many applications in the field of liquid state...
NMR, magnetic resonance imaging and even solid state NMR of biomolecules. The systematic study of rf-power-restricted pulses presented here establishes a set of standards for achievable performance in such applications.

Power-BEBOP and power-BIBOP pulses are, of course, scalable in the same way as conventional pulses. A pulse applied with twice the rf-amplitude (and four times the rf-power) will have half the duration and cover twice the bandwidth of the original pulse with the same robustness with respect to relative variations of the rf-amplitude. This way, the pulses optimized here might be directly transferred to specific applications without even the need of further optimization work.

The power-BEBOP and power-BIBOP pulses described here are optimized with respect to the average rf-power $P$, which allows a direct comparison with previously studied amplitude-modulated pulses [21]. In real applications usually the average rf-power of a pulse sequence, including all pulses and delays, has to be minimized. This is, of course, beyond the scope of this article. However, if a pulse sequence or a building block within a pulse sequence consists mainly of excitation and/or inversion pulses, the results of the optimizations shown here give an estimate for the achievable pulse shapes with respect to pulse length, bandwidth, tolerance to rf-amplitude variations and pulse performance. Figs. 1 and 2 can best be used if one or more of the pulse parameters are predefined by the desired experiment and the other parameters are then derived for an optimal solution.

There are also cases where not the average rf-power is the limiting factor for excitation and inversion pulses but the overall energy applied to the sample. Since practically all presented pulse shapes reach the rf-power limit, the total energy of the pulses in Hz is given by $E_{\text{tot}} = \frac{P_{\text{max}}}{C_1 t_p}$. Using this relation and the linear scaling of pulses in general, it is possible to derive a plot correlating the total energy with e.g. the pulse length for a given bandwidth, tolerance to rf-inhomogeneity and pulse performance. An example is shown in Fig. 8 for pulse performances with a cost $U$ higher than 0.995 and several bandwidths and values for $\theta$.

Remarkably, longer power-BEBOP and power-BIBOP pulses do not only lead to lower average rf-power, but apparently also to lower total energies. Unfortunately, the few data points available do not allow to make conclusions on whether there is a minimum energy at a certain pulse length or if $E_{\text{tot}}$ can always be reduced by a longer pulse. This issue might be subject to future studies.

Limitations to the applicability of power-BEBOP and power-BIBOP pulses are identical to most excitation and inversion pulses. All pulses are optimized starting with initial $M_z$ magnetization.

The pulse is not defined for any other starting magnetization. So, if a power-BEBOP pulse is required to transfer $M_x$ magnetization to $M_z$, the time reversed and $180^\circ$ phase-shifted pulse shape has...
Fig. 5. Comparison of maximum quality factors of rf-power-limited pulses (circles) with quality factors of pulses optimized with limited rf-amplitude (filled diamonds) [21] for excitation (A and B) and inversion (C and D) pulses and offset ranges of 20 kHz (A and C) and 40 kHz (B and D).

Fig. 6. Comparison of maximum quality factors of rf-power-limited pulses (circles) with quality factors of pulses optimized with limited rf-amplitude (filled diamonds) [21] for excitation (A and B) and inversion (C and D) pulses for a bandwidth of 20 kHz and rf-inhomogeneity ranges of ±10% (A and C) and ±40% (B and D).
Fig. 7. Comparison of the maximum bandwidths with a quality factor $\Phi$ of 0.98 for previously reported broadband excitation (A and B) and inversion pulses (C and D) relative to power-BEBOP and power-BIBOP pulses obtained here. BEBOP and BIBOP pulses [21] are indicated by filled diamonds which are connected by solid lines and power-BEBOP and power-BIBOP pulses are indicated by open circles connected by solid lines, respectively. (A) For excitation, BEBOP pulses were compared with pulses from [7] (squares) and other pulses cited in [47] from original references [5,8] (filled triangles). (B) By taking a rf-variation of ±20% into account, none of the previously known composite pulses reached a quality factor of 0.98. (C) Inversion pulses compared to BIBOP were taken from [44] (open diamond), [45] (filled triangles), [7] (open triangles), [19] (open circles), [46] (open squares), and other inversion pulses cited in [47] from original references [2,5,6,14]. Only the pulse reported in [44] is close to the performance of power-BIBOP pulses. (D) The same comparison including ±20% rf-variation.

Fig. 8. Total energy $E_{\text{tot}} = \frac{P}{C_1} t_p$ of power-BEBOP (A and B) and power-BIBOP (C and D) pulses with respect to the pulse length $t_p$. Pulses used for the plot are the best available pulses from Figs. 1 and 2 with $\Phi > 0.995$ scaled to accommodate the corresponding bandwidths. (A and C) Total energy vs. pulse length for various bandwidths without considering rf-variations. (B and D) The same plots for a constant bandwidth of 20 kHz and various tolerances to $B_1$-field miscalibrations expressed in $\sigma$ values.
to be used. Also, power-BEBOP and power-BIBOP pulses do not result in uniform unitary rotations. Initial magnetization components different from \( M \) will not be transformed in the same way as for a hard 90° or 180° pulse. Power-BIBOP pulses therefore cannot be used as refocussing pulses. Refocussing can, however, be achieved by the application of two consecutive power-BEBOP pulses, following the construction principle described in [48].

Most pulse shapes shown here have smooth amplitude and phase changes and can be implemented on most modern NMR spectrometers. An exception is, for example, the pulse shown in Fig. 3E with significant jumps. Older instruments might not be able to cope with these abrupt phase changes adequately and result in poor pulse performance. Since all rf-power-optimized pulses are amplitude-modulated, amplifier linearity is a must for their correct implementation or pulse shapes have to be adjusted to the specific characteristic of a given spectrometer. The performance with Bruker Avance consoles equipped with SGU units for frequency generation is excellent in our hands and experimental offset profiles coincide very well with the theoretically predicted ones. The pulses should be applicable equally well on other state-of-the-art spectrometers.

Power-BEBOP and power-BIBOP pulses derived are purely rf-power-limited and BEBOP/BIBOP pulses described previously [21] are purely rf-amplitude limited. In reality, both limitations might apply and neither of the pulse families results in optimal performance. However, if appropriate applications arise, the optimization procedure can easily be modified to include both restrictions and optimal pulses should be obtainable within minutes. The performance of such pulses should lie in between the performance of corresponding BEBOP/BIBOP and power-BEBOP/power-BIBOP pulses.

Besides practical aspects on the application of pulses, some theoretical aspects of the work presented should be noted. Interestingly, power-BEBOP pulses with \( \theta = 0 \) have about half the pulse length as corresponding power-BIBOP pulses. This is in contrast to the rf-amplitude-limited pulses, where BEBOP pulses are even slightly longer than corresponding BIBOP pulses at larger bandwidth. It seems as if the use of large maximum rf-field at the end of power-BEBOP pulse shapes allows a rapid final rotation with unideal phase changes and can be implemented on most modern NMR spectrometers. An exception is, for example, the pulse shown in Fig. 3E with significant jumps. Older instruments might not be able to cope with these abrupt phase changes adequately and result in poor pulse performance. Since all rf-power-optimized pulses are amplitude-modulated, amplifier linearity is a must for their correct implementation or pulse shapes have to be adjusted to the specific characteristic of a given spectrometer. The performance with Bruker Avance consoles equipped with SGU units for frequency generation is excellent in our hands and experimental offset profiles coincide very well with the theoretically predicted ones. The pulses should be applicable equally well on other state-of-the-art spectrometers.

Power-BEBOP and power-BIBOP pulses derived are purely rf-power-limited and BEBOP/BIBOP pulses described previously [21] are purely rf-amplitude limited. In reality, both limitations might apply and neither of the pulse families results in optimal performance. However, if appropriate applications arise, the optimization procedure can easily be modified to include both restrictions and optimal pulses should be obtainable within minutes. The performance of such pulses should lie in between the performance of corresponding BEBOP/BIBOP and power-BEBOP/power-BIBOP pulses.

5. Conclusion

An algorithm based on optimal control theory has been used to explore the physical limits of rf-power-limited excitation and inversion pulses. With this method, a roughly exponential relation between pulse length and pulse error compensation could be established, and several pulse families for optimal performance have been identified, including constant phase, amplitude-modulated pulses and amplitude-modulated pulses with frequency sweeps similar to previously reported inversion pulses [19,21,44]. A comparison with rf-amplitude-limited pulses and correlations of the minimum pulse length required with respect to excitation/inversion bandwidth and compensation for \( B_1 \)-field inhomogeneity are given. The pulses will be made available for download on the website http://org.chemie.tu-muenchen.de/people/bulu.
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