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Abstract—Multiple-input–multiple-output (MIMO) radar systems with widely separated antennas enable viewing the target from different angles, thereby providing spatial diversity gain. Polarimetric design of the transmit waveforms based on the properties of the target scattering matrix provides better performance than transmitting waveforms with only fixed horizontal or vertical polarizations. We propose a radar system that combines the advantages of both systems by transmitting polarized waveforms from multiple distributed antennas, in order to detect a point-like stationary target. The proposed system employs 2-D vector sensors at the receivers, each of which measures the horizontal and vertical components of the received electric field separately. We design the Neyman–Pearson detector for such systems. We derive approximate expressions for the probability of false alarm (Pfa) and the probability of detection (Pd). Using numerical simulations, we demonstrate that optimal design of the antenna polarizations provides improved performance over MIMO systems that transmit waveforms of fixed polarizations over all the antennas. We also demonstrate that having multiple widely separated antennas gives improved performance over single-input–single-output (SISO) polarimetric radar. We also demonstrate that processing the vector measurements at each receiver separately gives improved performance over systems that linearly combine both the received signals to give scalar measurements.

Index Terms—Distributed, multiple-input–multiple-output (MIMO), polarimetric, radar.

I. INTRODUCTION

THE polarization properties of any electromagnetic wave are usually altered when the wave reflects from the surface of a target. The target scattering matrix determines the change in polarization of the transmitted signal [1], [2]. Therefore, knowledge about the target in terms of its scattering matrix helps us design the optimal transmit waveform polarizations for performance improvement over systems transmitting waveforms with fixed polarizations over all the antennas. In [3]–[7], polarimetric design is suggested for use in conventional single antenna radar systems for problems such as detection, estimation and tracking. In [8], radar polarimetry is also used in multiple antenna systems with colocated antennas.
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In conventional single-antenna radar systems, the transmitter sends a signal in order to detect a target that reflects the signal towards the receiver [9]. The attenuation experienced by the signal depends on the properties of the target. In a realistic scenario, it is highly likely that the attenuation experienced will be a function of the angle of view of the target. If the angles of view of the target are sufficiently distinct from one another, then it is highly likely that the attenuation coefficients will have very little correlation. Therefore, even if some of the attenuation coefficients are extremely small, it is highly probable that they will be compensated by the others. Multiple-input–multiple-output (MIMO) radar with widely separated (distributed) antennas exploits this property by obtaining different views of the target [10], [11]. It employs multiple antennas to capture information from different angles, thereby exploiting the spatial diversity. Apart from this, MIMO radar has also been suggested for use in a colocated antenna configuration [12], [13]. Such a system exploits the flexibility of transmitting different waveforms from different elements of the array. Much work has been done on both (distributed and colocated) these configurations of MIMO radar recently because of the improvement in performance they offer [14]–[17].

In this paper we propose a radar system that combines the advantages of distributed-antenna MIMO systems with the advantages offered by optimally choosing the transmit waveform polarizations. We examine the problem of target detection for point targets. For each transmitter-receiver pair, a separate target scattering matrix specifies the attenuations across the different polarization pairs. Just as mentioned earlier, the correlation among the target scattering matrices becomes smaller if we have very widely spaced antennas that view the target from different angles. Therefore, these systems offer both spatial and polarization diversities. Vector sensors provide significant improvement in performance over scalar sensors for a variety of applications [18], [19]. Therefore, we use 2-D vector sensors to measure both the horizontal and vertical components of the electric field at each of the receivers in our proposed system. Most of the conventional polarimetric radar systems linearly and coherently combine the two received signals to give only a scalar measurement that depends on the receive polarization vector [2], [20]. This receive polarization vector is optimally chosen along with the transmit waveform polarizations in order to obtain improved performance [20]. However, we retain the received signals as vectors and demonstrate the advantages of doing so.

In Section II, we describe in detail the signal model for the proposed polarimetric MIMO radar system. We show that a linear model describes the measurements at the receivers. Later, in Section III, we formulate the radar target detection problem for this system. In Section IV, we present the Neyman–Pearson detector for this problem and derive the approximate analytical
expressions for calculating the probability of detection \( P_D \) and the probability of false alarm \( P_{FA} \) of this detector under the given model. These results are important for choosing the optimal polarizations and also for analyzing the performance of the detector. For any fixed probability of false alarm, we find the optimal design by choosing the transmit polarizations that give the maximum probability of detection. In Section V, we develop a similar observation model for polarimetric radar systems that combine the two received signals to give only a scalar measurement. We present numerical results in Section VI, demonstrating the improvement in performance achieved by using the optimal transmit polarization vectors for a MIMO radar system with two transmit antennas and two receive antennas. We plot the receiver operating characteristic (ROC) curves of the optimal system, and also systems using either horizontal or vertical polarizations across all transmit antennas. We also have curves showing how the improvement in performance varies as a function of the noise variance. We also plot the ROC curves for polarimetric SISO radar to demonstrate the advantages of employing multiple widely separated antennas. We use numerical results to demonstrate the advantages of retaining the 2-D vector measurements at the receivers in our proposed system instead of combining them. Finally, we summarize our work in Section VII.

II. SIGNAL MODEL

Before we develop the mathematical model, we describe the target and the radar system. We assume that the target is stationary and is present in the illuminated space. The target is further assumed to be point-like with a scattering matrix that depends on the angle of view. We consider a radar system that has \( M \) transmit antennas and \( N \) receive antennas with all the antennas widely spaced as shown in Fig. 1. Each of the receive antennas employs a 2-D vector sensor that measures both the horizontal and vertical components of the received polarized signal separately. Polarimetric models exist for describing the signals received in single-antenna systems [1], [2]. We extend these models to distributed antenna systems in this section.

We begin by describing the signals on the transmitter side. Define the polarization vector for the \( j \)th transmitter to be \( \mathbf{t}_j = [t_{jH}, t_{jV}]^T \), where each of the entries of the polarization vectors is a complex number and \( [\mathbf{t}]^T \) represents the transpose of \( \mathbf{t} \). We further assume that \( ||\mathbf{t}_j|| = 1 \), \( \forall j = 1, \ldots, M \). The complex pulse wave shape transmitted from the \( j \)th transmit antenna is defined as \( u_j(t) \). We assume that all these transmit waveforms are orthonormal to each other for all mutual delays between them [10], [11]. In other words, we assume that the cross correlation among these different waveforms is negligible for different lags. At the receiver side, this condition helps us differentiate between the signals transmitted from different transmit antennas.

After transmission, the polarized waveforms will travel in space and reflect off the surface of the target towards the receivers with altered polarimetric properties. We now consider the measurements on the receiver side. The polarized signal reaching the \( j \)th receive antenna is a combination of all the signals reflecting from the surface of the target towards the \( j \)th receiver. Let \( \mathbf{y}_j(t) \) be the complex envelope of the signal received by the \( j \)th receive antenna. Note that \( \mathbf{y}_j(t) \) is a 2-D column vector consisting of the horizontal and the vertical components of the received signal, and it is expressed using a formulation similar to that presented in [20]–[22]

\[
\mathbf{y}_j(t) = \sum_{i=1}^{M} a_{ij} \mathbf{s}^j \mathbf{t}_i(t - \tau_{ij}) + \mathbf{e}_j(t) \quad (1)
\]

where \( \mathbf{e}_j(t) \) is the 2-D additive noise, \( \tau_{ij} \) is the time delay because of propagation and the attenuation is divided into two factors \( a_{ij} \) and \( \mathbf{S}^j \). \( a_{ij} \) is that part of attenuation which depends on the properties of the medium, distance between the target and radar, etc. We assume that the coefficients \( \{a_{ij}\} \) are known because the radar has an idea about the region which it is illuminating and the properties of the medium. \( \mathbf{S}^j \) represents the scattering matrix of the target, which completely describes the change in the polarimetric properties of the signal transmitted from the \( i \)th transmit antenna to the \( j \)th receive antenna. This represents the unknown part of the attenuation. It has four complex components and is given as

\[
\mathbf{S}^j = \begin{bmatrix}
    s_{H}^{jH} & s_{HV}^{jH} \\
    s_{V}^{jH} & s_{VV}^{jH}
\end{bmatrix}.
\quad (2)
\]

In order to separate the signals coming from different transmit antennas, the received signal is processed using a series of \( M \) matched filters at each receiver. At each receiver, the \( j \)th matched filter corresponds to a matching with the \( j \)th transmit waveform. We derive the mathematical model for the proposed MIMO radar system by using an approach similar to that presented for the single antenna system in [20]. The signals at the output of the matched filters are normalized by dividing by \( a_{ij} \). Note that normalization changes the variances of the normalized noise term, and hence these variances need not be the same for all transmitter-receiver pairs. The normalized vector output of the \( j \)th matched filter at the \( j \)th receiver is expressed as

\[
\mathbf{y}^j = \mathbf{S}^j \mathbf{t}_j + \mathbf{e}^j \quad (3)
\]

where the column vector \( \mathbf{y}^j = [y^j_1, y^j_2]^T \) consists of the horizontal and vertical components, respectively. We have now obtained the expressions for the measurements at each of the antennas on the receiver side. Next we perform some simple operations to express all these measurements using a linear model. Stacking the elements of the scattering matrix \( \mathbf{S}^j \) into a vector, we define \( \mathbf{s}^j \) as \( \begin{bmatrix} s_{H}^{jH}, s_{HV}^{jH}, s_{V}^{jH}, s_{VV}^{jH} \end{bmatrix}^T \). There are \( MN \)
such vectors, and arranging them into a single vector gives us a $4M N \times 1$-D column vector:

$$s = \begin{bmatrix} (s^{11})^T, \ldots, (s^{1N})^T, \ldots, (s^{M1})^T, \ldots, (s^{MN})^T \end{bmatrix}^T.$$ (4)

Similarly, stacking the normalized outputs of the matched filters and also the corresponding additive noise components into column vectors, we define

$$y = \begin{bmatrix} (y^{11})^T, \ldots, (y^{1N})^T, \ldots, (y^{M1})^T, \ldots, (y^{MN})^T \end{bmatrix}^T.$$ (5)

$$e = \begin{bmatrix} (e^{11})^T, \ldots, (e^{1N})^T, \ldots, (e^{M1})^T, \ldots, (e^{MN})^T \end{bmatrix}^T.$$ (6)

Define a set of matrices

$$P^i = \begin{bmatrix} t_{ii} & t_{i1} & 0 & 0 \\ 0 & t_{i1} & t_{ii} & 0 \\ 0 & 0 & 0 & t_{i1} \\ 0 & 0 & 0 & t_{ii} \\ \end{bmatrix}$$ (7)

$\forall i = 1, \ldots, M$, each corresponding to a particular transmit antenna.

Using the above definitions, we express the measurement vector $y$ using the following mathematical model:

$$y = Hs + e$$ (8)

where

$$H = \begin{bmatrix} P^1 & \ldots & 0 & \ldots & 0 & \ldots & 0 \\ \vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\ 0 & \ldots & P^1 & \ldots & 0 & \ldots & 0 \\ \vdots & \ldots & \vdots & \ddots & \vdots & \ddots & \vdots \\ 0 & \ldots & 0 & \ldots & P^M & \ldots & 0 \\ \vdots & \ldots & \vdots & \ldots & \vdots & \ddots & \vdots \\ 0 & \ldots & 0 & \ldots & 0 & \ldots & P^M \\ \end{bmatrix}.$$ (9)

0 is a zero matrix of dimensions $2 \times 4$. Terms $y$ and $e$ are $2MN \times 1$-D observation and noise vectors, respectively. Thus, we have reduced our mathematical model to the well-known linear form. We now look at the statistical assumptions made on these terms.

We assume that the noise terms present in $e$ are uncorrelated and that $e$ follows proper complex Gaussian distribution. A complex random vector $c = c_R +jc_I$ is said to be proper if $\text{Cov}(c_R,c_R) = \text{Cov}(c_I,c_I)$ and $\text{Cov}(c_R,c_I) = -\text{Cov}(c_I,c_R)$. Hence, the covariance matrix of $e$ will be diagonal. This diagonal assumption states that the noise components at the outputs of the matched filters across the various widely separated receivers over both the polarizations are statistically independent for any given time snapshot. This assumption is reasonable given the wide separation between the antennas [10]. The diagonal entries of the covariance matrix of $e$ need not be the same because of the normalization performed at the output of each of the matched filters, as mentioned earlier. Define this covariance matrix as $\Sigma_e$ and assume that it is known. The matrix $H$ is a $2MN \times 4MN$ dimensional design matrix whose constituent elements depend on the transmit waveform polarizations. We assume that the vector $s$, which contains elements from all the scattering matrices, is a random vector following proper complex Gaussian distribution with $4MN \times 4MN$ covariance matrix given by $\Sigma_s$. We further assume that $\Sigma_s$ is known. If the random matrices $S^j$ are statistically independent, then $\Sigma_s$ will have a block diagonal structure. However, we do not impose any such structural constraint on $\Sigma_e$. Furthermore, we assume that $s$ and $e$ are independent. Since we have described all the terms in our measurement model, we shall formally state the detection problem in Section III.

### III. Problem Formulation

The above mathematical model gives an expression for the observation vector when the target is present in the illuminated space. When the target is absent, the observations will consist of only the receiver noise vector $e$. Hence, the problem of detecting the target reduces to the following binary hypothesis testing problem:

$$H_0 : y = e$$ (10)

$$H_1 : y = Hs + e.$$ (11)

Therefore, under the null hypothesis, $y$ will have complex Gaussian distribution with zero mean and covariance matrix $\Sigma_e$. Under the alternative hypothesis, the independence of $s$ and $e$ implies that $y$ will follow complex Gaussian distribution with zero mean and covariance matrix given by $C + \Sigma_e$, where $C = H\Sigma_s H^H$ denotes the covariance matrix of $Hs$. This result is an application of the well-known properties of Gaussian random vectors [23]. Next we describe the Neyman–Pearson detector for this problem.

### IV. Detector

#### A. Test Statistic

Under the above-mentioned hypotheses, the probability density functions of the observation vector are given as

$$f(y|H_0) \propto \frac{1}{\Sigma_e} e^{-\frac{1}{2}y^H \Sigma_e^{-1} y}$$ (12)

$$f(y|H_1) \propto \frac{1}{\Sigma_e + C} e^{-\frac{1}{2}y^H (\Sigma_e + C)^{-1} y}.$$ (13)

The Neyman–Pearson lemma states that the likelihood ratio test is the most powerful test for any given size [24]. The likelihood ratio is given as

$$\begin{align*}
\frac{f(y|H_0)}{f(y|H_1)} &= \frac{\Sigma_e + C}{\Sigma_e} e^{-\frac{1}{2}y^H (\Sigma_e + C)^{-1} y - \frac{1}{2}y^H \Sigma_e^{-1} y}. \\
&= \frac{\Sigma_e + C}{\Sigma_e} e^{-\frac{1}{2}y^H ((\Sigma_e + C)^{-1} - \Sigma_e^{-1}) y}.
\end{align*}$$ (14)

Computing the logarithm of the above expression and ignoring the known constants, we clearly see that $y^H ((\Sigma_e + C)^{-1} - (\Sigma_e)^{-1}) y$ is our test statistic and we compare it with a threshold before selecting a hypothesis

$$y^H ((\Sigma_e + C)^{-1} - (\Sigma_e)^{-1}) y \geq H_0 k$$ (15)

where the threshold $k$ is chosen based on the size specified for this test.

#### B. Estimating Covariance Matrices

In practice, the covariance matrices needed for implementing the detector may not be known in advance. In such a scenario,
the maximum likelihood estimates (MLE) of these matrices can be substituted to perform the test. Since the observations follow Gaussian distribution under both the hypotheses, the MLE of the covariance matrices are given by the corresponding sample covariance matrices [24], [25]. The sample covariance matrices are easy to compute in practice. The variance of noise at each receiver is calculated before the detector starts functioning by evaluating the sample variance using a large set of training data. The covariance matrix under the alternative hypothesis is estimated by evaluating the sample covariance matrix using all the samples of observations in a particular window of time when the detector is in use. These two estimated matrices are sufficient for implementing the detector. If there is no target in the illuminated space, then these two estimated matrices will be close to each other, thereby causing the test statistic to fall below the threshold.

C. Performance Analysis

In order to analyze the performance of the above-mentioned detector, we need to know the distribution of the test statistic under both hypotheses. The test statistic is a quadratic form of the complex Gaussian random vector \( y \). It is well known in statistics that a quadratic form \( z^H U z \) of a real Gaussian random vector \( z \) with covariance matrix \( U \) will follow Chi-square distribution if and only if the matrix \( U^H U \) is idempotent [26]. Using this result, we infer that our test statistic does not necessarily follow Chi-square distribution for all feasible choices of \( \Sigma_x \) and \( C \) because we did not impose any constraint on \( \Sigma_x \). Hence, it is difficult to find the exact probability density function (pdf) for it. In order to study the pdf of our test statistic, we first begin with an assumption that \( C \) is diagonal. Later, we will extend this approach to the non-diagonal case by applying proper diagonalization.

Define the \( l \)th diagonal element of \( C \) as \( c^l \) and that of \( \Sigma_x \) as \( \nu^l \). Then, the test statistic reduces to

\[
\sum_{i=1}^{M} \sum_{j=1}^{N} \left( \frac{y_{h1}^l}{\nu^{2(i-1)N+j-1}} \right)^2 - \frac{y_{h1}^l}{\nu^{2(i-1)N+j-1}} \left( \frac{y_{h1}^l}{\nu^{2(i-1)N+j-1}} + \frac{c(i-1)N+j}{\nu^{2(i-1)N+j-1}} \right) + \sum_{i=1}^{M} \sum_{j=1}^{N} \left( \frac{y_{h1}^l}{\nu^{2(i-1)N+j-1}} \right)^2 - \frac{y_{h1}^l}{\nu^{2(i-1)N+j-1}} \left( \frac{y_{h1}^l}{\nu^{2(i-1)N+j-1}} + \frac{c(i-1)N+j}{\nu^{2(i-1)N+j-1}} \right)
\]

where \( y_{h1}^l, y_{h1}^l \) are always independent Gaussian random variables under both hypotheses for all transmitter-receiver pairs because of the diagonal assumption of \( \Sigma_x \) and \( C \). Therefore, the test statistic is a weighted sum of independent Chi-square random variables and it does not necessarily follow the Chi-square distribution. Its actual distribution depends on the weights. The pdf of a sum of independent random variables is obtained by performing multiple convolutions among the constituent pdfs. However, in this case, it is difficult to find the exact solution. Hence, we shall look for approximations to the actual pdf.

In [27], the distribution of the weighted sum of Chi squares is studied. If \( \pi_q \) are real positive constants and \( N_q \) are independent standard normal random variables \( q = 1, \ldots, K \), then the pdf of the Gamma approximation of \( R = \sum_{q=1}^{K} \pi_q z_q^2 \) is given as

\[
f_R(r, \alpha, \beta) = \frac{1}{\beta^\alpha \Gamma(\alpha)} \left( \frac{\pi}{\beta} \right)^\alpha e^{-\frac{r}{\beta}}
\]

where the parameters \( \alpha \) and \( \beta \) are given as

\[
\alpha = \frac{1}{2} \left( \frac{\sum_{q=1}^{K} \pi_q^2}{\sum_{q=1}^{K} \pi_q} \right)^2 \\
\beta = \frac{1}{2} \left( \frac{\sum_{q=1}^{K} \pi_q}{\sum_{q=1}^{K} \pi_q^2} \right)^{-1}
\]

\( \Gamma \) is the gamma function defined as \( \Gamma(\alpha) = \int_0^\infty t^{\alpha-1} e^{-t} dt \).

Under the null hypothesis, \( y_{h1}^l \) and \( y_{h1}^l \) have zero mean and variances \( \nu^2(2(i-1)N+j-1) \) and \( \nu^2(2(i-1)N+j) \), respectively. Hence, applying the above approximation with appropriate weights, the parameters of the Gamma distribution are

\[
\alpha_{H_0} = \left( \frac{\sum_{l=1}^{2MN} c^l}{\sum_{l=1}^{2MN} \nu^l} \right)^2 \\
\beta_{H_0} = \left( \frac{\sum_{l=1}^{2MN} c^l}{\sum_{l=1}^{2MN} \nu^l} \right)^{-1}
\]

Under the alternative hypothesis, \( y_{h1}^l \) and \( y_{h1}^l \) have zero mean and variances \( \nu^2(2(i-1)N+j-1) + c(2(i-1)N+j-1) \) and \( \nu^2(2(i-1)N+j) + c(2(i-1)N+j) \), respectively. The parameters of the Gamma approximation are

\[
\alpha_{H_1} = \left( \frac{\sum_{l=1}^{2MN} c^l}{\sum_{l=1}^{2MN} \nu^l} \right)^2 \\
\beta_{H_1} = \left( \frac{\sum_{l=1}^{2MN} c^l}{\sum_{l=1}^{2MN} \nu^l} \right)^{-1}
\]

Note that so far we have assumed a diagonal structure for matrix \( C \) in the above discussion. However, we still need to find expressions for the pdf of the test statistic when \( C \) is not diagonal. Diagonalization will be used to extend the analysis even for the case of non-diagonal matrices [28]. Since \( \Sigma_x \) and \( C \) are covariance matrices, \( \Sigma_x^{-1} - (\Sigma_x + C)^{-1} \) will be a Hermitian matrix, which therefore decomposes into \( D^H \Lambda D \), where \( \Lambda \) is a diagonal matrix consisting of eigenvalues as the diagonal elements and \( D \) contains the corresponding orthonormal eigenvectors. The test statistic now becomes \( (Dy)^H \Lambda (Dy) \). If we show that \( D(y) \) has a diagonal covariance matrix under both hypotheses, then our analysis extends to the case in which \( C \) is not diagonal also, with appropriate adjustments made to the parameters of the Gamma approximation. Under \( H_0 \), \( D(y) \) is
a complex Gaussian random vector with a covariance matrix 
\[ \text{Cov}_{H_0}(Dy) = D\Sigma_0 D^H, \]
which is diagonal because \( \Sigma_0 \) is diagonal and \( D \) has orthonormal vectors. Similarly, under \( H_1, Dy \)
is a complex normal random vector with covariance matrix
\[
\text{Cov}_{H_1}(Dy) = (D(\Sigma_0 + C)^{-1}D^H)^{-1} = (D\Sigma_0^{-1}D^H - \Lambda)^{-1}
\]
which is diagonal. Hence, under both hypotheses, the test statistic is a weighted sum of Chi square random variables even when matrix \( C \) is not diagonal. The only difference is that the weights will now be different, and they are defined by the diagonalization process.

After approximating the pdf using the Gamma density, the probability of detection (\( P_D \)) and the probability of false alarm (\( P_{FA} \)) are defined as follows:
\[
P_D = \int_{k}^{\infty} p^\alpha H_0^{-1} e^{-\frac{p}{H_0}} \frac{1}{\Gamma(\alpha H_0)} dp \tag{23}
\]
\[
P_{FA} = \int_{k}^{\infty} p^\alpha H_0^{-1} e^{-\frac{p}{H_0}} \frac{1}{\Gamma(\alpha H_0)} dp \tag{24}
\]
where the parameters \( \alpha H_0 \), \( \beta H_0 \), \( \alpha H_1 \), and \( \beta H_1 \) are as mentioned earlier. For a given value of \( P_{FA} \), the value of the threshold \( k \) is calculated easily using the above expression because functions for evaluating the above expressions exist in MATLAB. After finding the threshold, \( P_D \) is calculated accordingly. Note that the value of the threshold and \( P_D \) depends on matrix \( C \), which in turn depends on the polarizations of the transmitted waveforms. Hence, the performance of the detector is related to the transmit waveform polarizations.

\section{Optimal Design}

In order to find the optimal design, we perform a grid search over the possible waveform polarizations across all the transmit antennas with the help of the above expressions for \( P_D \) and \( P_{FA} \). The optimal design corresponds to the transmit polarizations that give the maximum \( P_D \) for a given \( P_{FA} \). Later, we will plot the ROC curves to visualize the improvement in performance because of the optimal design. We demonstrate this in Section VI with appropriate numerical examples.

\section{Scalar Measurement Model}

Most of the conventional polarimetric radar systems combine the two received signals linearly and coherently at each receiver to give only a scalar measurement that depends on the receive polarization vector. For such systems, the output at each receive antenna is modeled as an inner product of the received signal and the receive antenna polarization [2], [20]. This receive polarization vector is optimally chosen along with the transmit waveform polarizations in order to achieve improved performance. We now use a similar approach to that used in Section II in order to obtain the signal model for such systems. From now on, we refer to this model as the scalar measurement model.

Let \( r^j = [r^j_1, r^j_2]^T \) be the polarization vector of the \( j \)th receiver, where each of the entries is a complex number. We further assume that \( |r^j_1| = 1, \forall j = 1, \ldots, N \). The rest of the variables remain the same as defined earlier in Section II, except that the measurement and the noise at each receiver according to this model will be complex scalars. The scalar observation at the \( j \)th receiver \( y^j(t) \) is now expressed as follows [20]–[22]:
\[
y^j(t) = \sum_{i=1}^{M} a^{ij} r^i_t S^{ij} t^i(t - \tau^{ij}) + \epsilon^j(t). \tag{25}
\]
This signal is now passed through a series of matched filters whose outputs are appropriately normalized to move the effect of \( a^{ij} \) into the noise term. Finally, the normalized output of the \( i \)th matched filter at the \( j \)th receiver is given as
\[
y^{ij} = r^i_t^T S^{ij} t^i + \epsilon^{ij}. \tag{26}
\]
Stacking all the observations and the noise components into column vectors, in a similar fashion to the approach used in Section II, we obtain \( MN \times 1 \)-D vectors \( y \) and \( \epsilon \), respectively. Vector \( s \) remains the same as defined earlier. However, matrix \( H \) changes and now contains the elements of the receive polarization vectors also. Let us define a set of vectors
\[
\eta^{ij} = \left[ (r^{ij}_1 t^{ij}_1), (r^{ij}_1 t^{ij}_2), (r^{ij}_2 t^{ij}_1), (r^{ij}_2 t^{ij}_2) \right] \tag{27}
\]
\( \forall i = 1, \ldots, M, j = 1, \ldots, N \) each of which corresponds to a particular transmitter-receiver pair. Under this definition, the observation vector is expressed as
\[
y = Hs + \epsilon \tag{28}
\]
where \( H \) is a \( MN \times 4MN \) dimensional matrix given by
\[
H = \begin{bmatrix}
\eta^{11} & \cdots & 0 & \cdots & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \vdots \\
0 & \cdots & \eta^{N1} & \cdots & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & \cdots & \eta^{1M} & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & \cdots & 0 & \cdots & \eta^{MN}
\end{bmatrix}. \tag{29}
\]

Therefore, we obtain a similar linear model even for the systems with scalar measurements. The only difference lies in the dimensionality of some of the vectors in the model and also the constituent elements of the matrix \( H \). The optimal design for such a system will not only include optimization over the transmit polarizations \( t^i \) but will also include the optimal selection of the receive polarization vectors \( r^j \). The problem formulation and analysis of the detector remains the same as for the earlier model because the basic structure of the model is still the same. Hence, the analysis performed in Section IV is applicable even to this model. We use this analysis in the next section to demonstrate the advantage of retaining the vector measurements at each receiver without combining them.
VI. NUMERICAL RESULTS

We consider a system with two transmit antennas and two receive antennas under the same target detection scenario as described so far. Hence, there are 16 complex target detection scenarios. Here, we choose the covariance matrix of this vector to be of the following form:

$$\Sigma_s = \begin{bmatrix}
\Sigma_{11} & 0 & 0 & 0 \\
0 & \Sigma_{22} & 0 & 0 \\
0 & 0 & \Sigma_{21} & 0 \\
0 & 0 & 0 & \Sigma_{22}
\end{bmatrix}$$ (30)

where $\Sigma_{ij}$ represents the covariance matrix of the random vector $s_i$ and $\mathbf{0}$ is a $4 \times 4$ dimensional zero matrix. Each of these matrices were chosen as follows:

$$\Sigma_{11} = \begin{bmatrix}
0.3 & 0.1\epsilon & 0.1\epsilon & 0.1\epsilon \\
0.1\epsilon & 0.2 & 0.1\epsilon & 0.1\epsilon \\
0.1\epsilon & 0.1\epsilon & 0.4 & 0.1\epsilon \\
0.1\epsilon & 0.1\epsilon & 0.1\epsilon & 0.5
\end{bmatrix}$$ (31)

$$\Sigma_{12} = \begin{bmatrix}
0.5 & 0.05\epsilon & 0.05\epsilon & 0.05\epsilon \\
0.05\epsilon & 0.3 & 0.05\epsilon & 0.05\epsilon \\
0.05\epsilon & 0.05\epsilon & 0.4 & 0.05\epsilon \\
0.05\epsilon & 0.05\epsilon & 0.05\epsilon & 0.3
\end{bmatrix}$$ (32)

$$\Sigma_{21} = \begin{bmatrix}
0.4 & 0.1\epsilon & 0.1\epsilon & 0.1\epsilon \\
0.1\epsilon & 0.3 & 0.1\epsilon & 0.1\epsilon \\
0.1\epsilon & 0.1\epsilon & 0.2 & 0.1\epsilon \\
0.1\epsilon & 0.1\epsilon & 0.1\epsilon & 0.4
\end{bmatrix}$$ (33)

$$\Sigma_{22} = \begin{bmatrix}
0.4 & 0.05\epsilon & 0.05\epsilon & 0.05\epsilon \\
0.05\epsilon & 0.4 & 0.05\epsilon & 0.05\epsilon \\
0.05\epsilon & 0.05\epsilon & 0.2 & 0.05\epsilon \\
0.05\epsilon & 0.05\epsilon & 0.05\epsilon & 0.5
\end{bmatrix}$$ (34)

where $\epsilon = 1 + \sqrt{-1}$. The complex elements of the noise vector $\epsilon$ are assumed to be uncorrelated, with the variance of each equal to $\sigma^2 = 0.2$. Before we use the Gamma approximation to obtain the optimal design, we first check if the approximation is reasonable, in our case by plotting the cumulative distribution function (cdf) of the approximate Gamma distribution and comparing it with that formed by generating random samples from the constituent Chi squares. This comparison assumes all the antennas are horizontally polarized.

In this scenario, we have the following information available:

$$\mathbf{\epsilon}^1 = [1, 0]$$

$$\mathbf{\epsilon}^2 = [1, 0].$$

Therefore, the matrices $P^1$ and $P^2$ become $P^1 = P^2 = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0
\end{bmatrix}$. The matrix $C$ turns out to be non-diagonal for this example. Hence, after performing the appropriate diagonalization and calculating the weights, the coefficients of the Gamma approximation under the null hypothesis turn out to be $\alpha_H = 7.6833$ and $\beta_H = 0.0283$. Fig. 2(b) shows the cdf of this approximated Gamma distribution with the above-mentioned parameters. In order to check if this is indeed a good approximation, we generated random samples of the observation vector $y$ under the null hypothesis. We evaluated the test statistic $y^H(\Sigma^{-1}_e - (\Sigma_e + C)^{-1})y$ for each of these random samples and generated the sample cumulative distribution function, which is plotted in Fig. 2(a). It is clear from both figures that the Gamma approximation we made is indeed very accurate and close to the sample distribution. This finding is consistent with the results presented in [27]. The sample cdf takes values 0.5827 and 0.9233 whereas the cdf of the Gamma approximation takes values 0.5863 and 0.9242 for argument values of 5 and 7.5, respectively. This shows that the values taken by these two curves differ only at the third decimal point.

Now that we have a good enough approximation to the distribution of our test statistic, we look at how the optimal choice of polarizations improves the performance of the detector. We fix the complex noise variance to $\Sigma = 0.2$ and vary the value of $I_T$. This method enables us to plot the optimal ROC curve by performing a grid search using the analytical results derived earlier in the paper. Next, we obtain the reference curves for our results by computing the ROC curves assuming that all the transmit antennas are horizontally or vertically polarized. These plots are presented in Fig. 3, and a significant improvement in performance is clearly visible while using the optimal waveform polarizations.

We proceed with our analysis for this numerical example. First, we fix $I_T$ to be equal to 0.02. For this value of $I_T$, we wish to check the improvement offered by the optimal design for different values of the noise variance. We plot the optimal $I_D$ as a function of $\sigma^2$. We also plot $I_D$ as a function of $\sigma^2$ for the case in which only horizontal or vertical polarizations are used. The improvement in performance offered by the optimal design is clear from Fig. 4.

So far, we have demonstrated that by optimally selecting the transmit polarizations, we get performance improvement over conventional MIMO systems with fixed polarizations. Now, we plot the ROC curves for SISO radar with optimal transmit polarizations to show the gain in performance because of the multiple widely separated antennas. For the SISO system, we consider only the first transmit and receive antennas in our above mentioned example. Therefore, the covariance matrix of the scattering vector $s$ becomes $\Sigma_s = \Sigma_1$. In order to make a fair comparison, we transmit more power than the power transmitted
Fig. 3. ROC curves demonstrating the improvement offered by the optimal choice of polarizations when $\sigma^2 = 0.2$.

Fig. 4. Probability of detection ($P_D$) as a function of the complex noise variance when $P_{FA} = 0.02$.

Fig. 5. ROC curves demonstrating the improvement offered by employing multiple widely separated antennas compared with single input single output systems when $\sigma^2 = 0.2$.

Fig. 6. ROC curves demonstrating the improvement offered by the optimal choice of polarizations when $\sigma^2 = 0.2$.

$$\Sigma_s = \begin{bmatrix} \Sigma_s^{11} & 0 \\ 0 & \Sigma_s^{22} \end{bmatrix} \quad (37)$$

where matrices $\Sigma_s^{11}$ and $\Sigma_s^{22}$ are chosen to be the same, as defined earlier in this section. The noise variance remains the same for both the systems because the receive polarization vectors are assumed to be unit norm. We assume the same noise variance $\sigma^2 = 0.1$ for both systems in order to make a fair comparison. Fig. 6 compares the performance of both systems under the optimal choice of polarization vectors. It clearly shows that by retaining the 2-D vector measurements, we get significantly improved results as compared with scalar measurement systems. Even though we perform joint optimization over both the transmit and receive polarizations for the scalar measurement systems, we are still finding just the best linear combination of the two received measurements at each receiver. However, combining them linearly need not be the overall optimal solution and we might be losing some important information by doing so. This can be avoided by retaining the vector measurements, thereby giving better performance as demonstrated in Fig. 6.

Fig. 7 shows the performance of both systems as a function of the noise variance when $P_{FA}$ is fixed to a constant value of 0.02. At higher noise variances (lower signal-to-noise ratios), the improvement offered by retaining the 2-D vector measurements becomes even more evident.

VII. CONCLUSION

We have proposed a radar system that combines the advantages of MIMO radar with distributed antennas and polarimetric radar at the same time. The proposed system uses 2-D vector sensors at each of the receivers, measuring both the horizontal and vertical components of the received signal. We dealt with the problem of target detection for such a system. We designed the well-known Neyman–Pearson detector for this problem and also analyzed the performance of the detector by obtaining approximate expressions for the probabilities of false alarm and detection. We developed a similar mathematical model for the
The proposed polarimetric MIMO radar system, especially at low signal-to-noise ratios.

conventional systems that combine the two received signals linearly and coherently to give only a scalar measurement at the receive. Using numerical examples, we showed that the optimal selection of the polarizations gives significant improvement in performance over conventional systems using only horizontal or vertical polarizations all the time across all the antennas. We showed that the performance improves by employing multiple widely separated antennas. We also demonstrated that retaining the 2-D vector measurements enhances the performance of the proposed polarimetric MIMO radar system, especially at low signal-to-noise ratios.

REFERENCES


Sandeep Gogineni (S’08) received the B.Tech. degree in electronics and communications engineering (with Honors in signal processing and communications) from International Institute of Information Technology, Hyderabad, India, in 2007. He is currently pursuing the Ph.D. degree from the Department of Electrical and Systems Engineering, Washington University, St. Louis, MO.

His research interests include statistical signal processing, radar, and communications systems.

Arye Nehorai (S’80–M’83–SM’90–F’94) received the B.Sc. and M.Sc. degrees in electrical engineering from the Technion-Israeli Institute of Technology, Haifa, Israel, and the Ph.D. degree in electrical engineering from Stanford University, Stanford, CA.

From 1985 to 1995 he was a faculty member with the Department of Electrical Engineering, Yale University. In 1995, he was a Full Professor with the Department of Electrical Engineering and Computer Science, The University of Illinois at Chicago (UIC). From 2000 to 2001, he was Chair of the department’s Electrical and Computer Engineering (ECE) Division, which then became a new department. In 2001, he was named University Scholar of the University of Illinois. In 2006, he became Chairman of the Department of Electrical and Systems Engineering at Washington University in St. Louis. He is the inaugural holder of the Eugene and Martha Lohman Professorship and the Director of the Center for Sensor Signal and Information Processing (CSSIP) at WUSTL since 2006.

Dr. Nehorai was Editor-in-Chief of the IEEE TRANSACTIONS ON SIGNAL PROCESSING during the years 2000 to 2002. From 2003 to 2005, he was Vice President (Publications) of the IEEE Signal Processing Society, Chair of the Publications Board, member of the Board of Governors, and member of the Executive Committee of this Society. From 2003 to 2006, he was the founding editor of the special columns on Leadership Reflections in the IEEE SIGNAL PROCESSING MAGAZINE. He was a corecipient of the IEEE SPS 1989 Senior Award for Best Paper with P. Stoica, coauthor of the 2003 Young Author Best Paper Award, and corecipient of the 2004 Magazine Paper Award with A. Dogandzic. He was elected Distinguished Lecturer of the IEEE SPS for the term 2004 to 2005 and received the 2006 IEEE SPS Technical Achievement Award. He is the Principal Investigator of the new multidisciplinary university research initiative (MURI) project entitled Adaptive Waveform Diversity for Full Spectral Dominance. He has been a Fellow of the Royal Statistical Society since 1996.