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Abstract—The problem of finding the directions of multiple plane waves with narrow-band arrays of sensors, and the related problem of estimating the parameters of multiple superimposed exponential signals in noise, have attracted considerable interest recently. Several methods, such as the MUSIC and maximum likelihood (ML), have been proposed for solving these problems.

This paper studies the performance of the MUSIC and ML methods, and analyzes their statistical efficiency. It also derives the Cramér–Rao bound (CRB) for the estimation problems mentioned above, and establishes some useful properties of the CRB covariance matrix. The relationship between the MUSIC and ML estimators is investigated as well. Finally, the paper contains a numerical study of the statistical efficiency of the MUSIC estimator for the problem of finding the directions of two plane waves using a uniform linear array.

A more exact description of the results of this paper can be found in the conclusion section.

I. INTRODUCTION AND PRELIMINARIES

SEVERAL important problems in the signal processing field, among them direction finding with narrow-band sensor arrays, estimation of the parameters of multiple superimposed exponential signals in noise, and resolution of overlapping echoes (see [1], [2], [9], [12] and the references therein), can be reduced to estimating the parameters in the following model:

\[ y(t) = A(\theta) x(t) + e(t) \quad t = 1, 2, \cdots, N. \] (1.1a)

In (1.1), \( y(t) \in \mathbb{C}^{m \times 1} \) is the noisy data vector, \( x(t) \in \mathbb{C}^{n \times 1} \) is the vector of signal amplitudes, \( e(t) \in \mathbb{C}^{m \times 1} \) is an additive noise vector, and the matrix \( A(\theta) \in \mathbb{C}^{m \times n} \) has the following special structure:

\[ A(\theta) = \left[ a(\omega_1) \cdots a(\omega_p) \right] \] (1.1b)

where \( \{\omega_i\} \) are real parameters, \( a(\omega_i) \in \mathbb{C}^{m \times 1} \) is a so-called transfer vector between the \( i \)th signal and \( y(t) \), and \( \theta = [\omega_1 \cdots \omega_p]^T \). In Section II, we will briefly discuss how the model (1.1) encompasses the data models used in some of the applications mentioned above, and we will introduce the basic assumptions on (1.1).

There are three main problems associated with fitting models of the form (1.1) to the data \( \{y(1), \cdots, y(N)\} \):

a) Estimation of the number of signals \( n \). Methods for estimating \( n \) are well documented in the literature (see, e.g., [3], [4], [21], and [22]) and will not be discussed here. In this paper we assume that the number of signals \( n \) is given.

b) Estimation of the signal amplitudes \( \{x(t)\} \). Once an estimate of \( \theta \) is available, the estimation of \( x(t) \) reduces (under reasonable conditions) to a simple least-squares fit. We will omit any explicit discussion on the problem of estimating \( \{x(t)\} \). However, estimates of \( \{x(t)\} \) will implicitly appear in the analysis that follows. Note that since it is required to estimate \( \{x(t)\} \) (and not their “average characteristics,” such as their covariance matrix), we will consider these variables to be deterministic (i.e., fixed). This assumption does not exclude the possibility that \( x(1), \cdots, x(N) \) are samples from a random process. If so, then the distributional results derived in what follows should be interpreted as being conditioned on \( \{x(t)\}_{t=1}^N \).

c) Estimation of the parameter vector \( \theta \). Methods for accomplishing this task, and their performance, are the main topics to be dealt with in this paper.

A class of methods for estimating \( \theta \) in (1.1), which has received significant attention, is based on the eigendecomposition of the sample covariance matrix of \( y(t) \) [1], [9], [15]–[22]. A representative member of this class is the MUSIC (MUltiple Signal Characterization) algorithm [1], [2]. There has been considerable interest recently in analyzing the statistical performance of the MUSIC. Some interesting and related studies of the resolvability of MUSIC have been reported in [7] and [8] (also see [21]). However, an expression for the covariance matrix, say \( C \), of the MUSIC estimate of \( \theta \) has not been derived in these papers. A preliminary analysis of the MUSIC performance expressed by \( C \) can be found in [5], but it appears to be incomplete. In Section III, after a brief review of the MUSIC, we provide an explicit expression for \( C \) that holds for sufficiently large values of \( N \). In this section we also discuss an improved MUSIC estimator introduced in [6], for which we present a performance analysis as well, and a computationally inexpensive modification that should improve its performance.

The expression of \( C \) derived in this paper can be used to compare the performance of the MUSIC to the performance achieved by other methods. In particular, compar-
ison to the performance corresponding to the Cramer–Rao bound (CRB) should be of interest. An expression for the Cramer–Rao lower bound on the covariance matrix of any unbiased estimator of the parameters $\theta$ in the general model (1.1) does not appear to be available in the literature (only expressions for special cases corresponding to $N = 1$ and a specific ‘transfer vector’ $a(\omega)$ can be found, see, e.g., [24]–[26]). In Section IV, we derive the CRB covariance matrix under reasonable conditions. The behavior of that matrix when $m$ or $N$, or both, increase is also studied.

The maximum-likelihood (ML) method can also be used, under appropriate assumptions, to estimate the parameter vector $\theta$ in (1.1). The ML estimator (MLE) of $\theta$ has been the topic of two interesting and related recent papers [10] and [12] (see also [11], [13], and [14] for studies on ML estimation of parameters in special cases of (1.1)). In Section V, we briefly review the ML approach to estimation of $\theta$, study the consistency properties of the MLE, and discuss its statistical (second-order) performance. The main issue of this section is the question of the asymptotic efficiency of the MLE. It is shown that the MLE is not statistically efficient if $m$ is small, even if $N$ is large; and that it can achieve the CRB only if $m$ is increased.

In Section VI, we investigate the relationship between the MUSIC and the ML estimators. Some unsupported claims about this relationship can be found in the literature (see, e.g., [5] and [23]). We show that the MUSIC is a large sample (for $N \gg 0$) realization of the MLE if and only if the signals are uncorrelated.

Finally, in Section VII, we present an analytic comparison between the MUSIC estimation error variance and the CRB. For uncorrelated signals, the MUSIC variance is shown to approach the CRB as $m$ and $N$ increase. For correlated signals, MUSIC is shown to be statistically inefficient. Also presented in this section are the results of a numerical study. Specifically, we perform a detailed comparison of the CRB and MUSIC variance in the case of two complex sine waves, over the set of feasible angular frequencies and for several values of SNR (signal-to-noise ratio), $m$, and the coefficient of correlation between the two sine waves.

II. Notation, Basic Assumptions, and Special Cases

Let us first list some notational conventions that will be used in this paper.

- $A^T$ = the transpose of matrix $A \in \mathbb{C}^{k \times p}$
- $A^*$ = the conjugate of $A$
- $A^H$ = the conjugate transpose of $A$
- $\bar{A}$ = the real part of $A$
- $\mathcal{I}$ = the imaginary part of $A$
- tr $A$ = the trace of $A \in \mathbb{C}^{k \times k}$
- $A_{ij}$ = the $i$, $j$ element of $A$
- $A \otimes B$ = the Hadamard product of $A \in \mathbb{C}^{k \times p}$ and $B \in \mathbb{C}^{k \times p}$ (i.e., $(A \otimes B)_{ij} = A_{ij} B_{ij}$)

A $\geq$ B = the difference matrix $A - B$ is positive semidefinite, with $A$ and $B$ being Hermitian positive semidefinite matrices

$\delta_{k,p}$ = the Dirac delta ($= 1$ if $k = p$, and $= 0$ otherwise)

$\omega$ = a generic element of the vector $\theta$; to avoid a complication of notation, the symbols $\omega$ and $\theta$ are used to denote both the true and the unknown parameters

$d(\omega) = da(\omega)/d\omega$

$E$ = the expectation operator; for deterministic signals, $E(\cdot) = \lim_{N \to \infty} (1/N) \sum_{n=1}^{N}\{\cdot\}$.

Next, we introduce some basic assumptions on the model (1.1). The MUSIC and the ML methods are based on different sets of assumptions. However, some assumptions are common to both methods. The common assumptions are listed first.

A1: $m > n$, and the vectors $a(\omega)$ corresponding to $(n + 1)$ different values of $\omega$ are linearly independent. (This is a weak assumption that guarantees the uniqueness of both the MUSIC and ML estimators.)

A2: $E(e(t)) = 0$, $E(e(t)e^*(t)) = \sigma^2$ and $E(e(t)e^T(t)) = 0$. (This is a more restrictive assumption that is essential for the MUSIC algorithm; for the ML method, relaxation of A2 is possible in principle, but would lead to considerable complications.)

The following additional assumption is needed for the MUSIC.

AMU: The matrix

$$P = E(x(t)x^*(t))$$

is nonsingular (positive definite), and $N > m$; and the following one is needed for the MLE:

AML: $E(e(t)e^*(s))$

$$= E(e(t)e^T(s)) = 0 \text{ for } t \neq s,$$

and $e(t)$ is Gaussian distributed.

Assumption AML appears more restrictive than AMU (again AML could in principle be relaxed, but this would introduce significant complications). The distinction made above between the assumptions used by MUSIC and MLE is important for realizing which one of these two estimators, if any, is usable in a certain situation (see below).

Next we describe briefly some applications of the general model (1.1). For other possible applications of (1.1), we refer to [9], [12], and the references therein.

A. Direction Finding with Uniform Linear Sensor Arrays

The problem of determining the directions of $n$ plane waves impinging on a linear uniform narrow-band array of $m$ sensors can be formulated as that of estimating the parameters $\theta$ of the model (1.1), where $x(t)$ is the vector of complex wave amplitudes, $N$ is the number of “snapshots,” and

$$a(\omega) = [1, e^{i\omega}, \ldots, e^{i(m-1)\omega}]^T.$$
Note that in this case, $A(\theta)$ is a vanderMonde matrix and therefore assumption A1 is satisfied. Assumption A2 and AML mean that the noise is spatially and temporally uncorrelated, and assumption AMU that the plane waves are not "fully coherent" and the number of snapshots is greater than the number of sensors in the array. All these assumptions look reasonable and could be satisfied. Thus, both the MUSIC and the MLE could be usable in this type of application.

B. Estimation of Complex Sine Wave Frequencies from Multiple-Experiment Data

Consider the following signal model:

$$y_k(t) = \sum_{p=1}^{n} \gamma_p(t) e^{j\omega_p} + e_k(t) \quad k = 1, \ldots, m \quad t = 1, \ldots, N$$

(2.3)

where $m$ denotes the number of samples in an experiment, $N$ is the number of experiments, $\{\gamma_p(t)\}$ and $\{e_k(t)\}$ are the amplitudes and frequencies of the complex sine waves, and $\{e_k(t)\}$ is an additive noise. The model (2.3) can be written in the form (1.1) using the following definitions:

$$y(t) = \begin{bmatrix} y_1(t) & \cdots & y_m(t) \end{bmatrix}^T$$
$$x(t) = \begin{bmatrix} e^{j\omega_1(t)} & \cdots & e^{j\omega_m(t)} \end{bmatrix}^T$$
$$e(t) = \begin{bmatrix} e_1(t) & \cdots & e_m(t) \end{bmatrix}^T$$
$$a(\omega) = \begin{bmatrix} 1 & e^{j\omega} & \cdots & e^{j(m-1)\omega} \end{bmatrix}^T$$

(2.4)

The conditions A2 and AML mean that the noise within an experiment is white and that the noises of any two different experiments are uncorrelated, which is plausible. Note that in this case we may well have $m > N$, which implies that the MUSIC may not be usable.

C. Estimation of Complex Sine Wave Frequencies from Single-Experiment Data

The model for this application is given by (2.3) with $t$ dropped:

$$y_k(t) = \sum_{p=1}^{n} \gamma_p e^{j\omega_p} + e_k \quad k = 1, \ldots, m$$

(2.5)

which can be written in the form of (1.1) using the notation (2.4). Assumption A1 is satisfied if $m > n$, A2 means that the noise $e_k$ is white, and AML reduces to the requirement that $e_k$ is Gaussian. Thus, the MLE may be usable. Since $N = 1$, assumption AMU is not satisfied for $n > 1$, and hence the MUSIC is not usable when there are at least two signals and the problem is stated as previously. To be able to use MUSIC we must recast the model in a different form.

Let us denote the number of available samples by $M$ (not $m$). Let $m$ be some integer greater than $n$, and define

$$y(t) = \begin{bmatrix} y_1 & \cdots & y_{t+m-1} \end{bmatrix}^T$$
$$a(\omega) = \begin{bmatrix} 1 & e^{j\omega} & \cdots & e^{j(t+m-1)\omega} \end{bmatrix}^T$$

(3.1)

$$x(t) = \begin{bmatrix} \gamma_1 e^{j\omega_1} & \cdots & \gamma_m e^{j\omega_m} \end{bmatrix}^T$$
$$e(t) = \begin{bmatrix} e_1 & \cdots & e_{t+m-1} \end{bmatrix}^T$$

(3.2)

$$t = 1, \ldots, M - m + 1.$$

Using the notation above, we can write (2.5) in the form (1.1) with $N = M - m + 1$. In contrast to the multiple-experiment case, here $e(t)$ and $e(s)$ are correlated for $t \neq s$, and thus, the MLE is not applicable. On the other hand, the model written in the above form satisfies the MUSIC assumptions A1, A2, and AMU, provided $2n < 2m < M + 1$, which is readily achieved. Note that $m$ can be chosen rather arbitrarily. This arbitrariness raises the question as to whether an optimal choice exists that minimizes the estimation errors of the MUSIC algorithm. This type of question will be considered in Section VII.

III. THE MUSIC ESTIMATOR

We begin by setting some additional notation (which will be used extensively in this paper) and a brief description of the MUSIC algorithm. Next, we establish the asymptotic distribution of the MUSIC estimator and derive an explicit expression for the covariance matrix of its estimation errors. Finally, we consider the improved MUSIC estimator introduced in [6] for which we also provide a performance analysis.

A. The MUSIC Algorithm

In this subsection, we assume that conditions A1, A2, and AMU hold. Under these assumptions, the covariance matrix of the observation vector $y(t)$ is given by

$$R \cong Ey(t) y(t)^H = A(\theta) P A(\theta)^T + \sigma I.$$  

(3.1)

For notational convenience, we will simply write $A$ instead of $A(\theta)$ whenever there is no possibility of confusion. If $\hat{\theta}$ is an estimate of $\theta$, then we will also write $A$ instead of $A(\hat{\theta})$.

Let $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n$ denote the eigenvalues of $R$. Since rank $(PA^*) = n$, it follows that

$$\lambda_i > \sigma \quad \text{for } i = 1, \ldots, n; \quad \text{and}$$
$$\lambda_i = \sigma \quad \text{for } i = n + 1, \ldots, m.$$  

(3.2)

It will be assumed throughout this paper that $\{\lambda_i\}_{i=1}^n$ are distinct.

Denote the unit-norm eigenvectors associated with $\lambda_1, \ldots, \lambda_n$ by $s_1, \ldots, s_n$, and those corresponding to $\lambda_{n+1}, \ldots, \lambda_m$ by $g_1, \ldots, g_{m-n}$. Also define

$$S = [s_1 \cdots s_n] \quad (m \times n)$$
$$G = [g_1 \cdots g_{m-n}] \quad (m \times (m-n)).$$  

(3.3)

Next, observe that

$$RG = APA^*G + \sigma G = \sigma G$$

which readily implies

$$A^*G = 0$$  

(3.4a)
or, equivalently,
\[ a^*(\omega)GG^*a(\omega) = 0 \quad \text{for } \omega = \omega_1, \ldots, \omega_n. \]  \hfill (3.4b)

Since the normalized eigenvectors \( \{ s_i, g_i \} \) are orthonormal,
\[ SS^* + GG^* = I \]  \hfill (3.5)

it follows that (3.4) can also be written as
\[ a^*(\omega)[I - SS^*]a(\omega) = 0 \quad \text{for } \omega = \omega_1, \ldots, \omega_n. \]  \hfill (3.6)

It is not difficult to see that the true parameter values \( \{ \omega_1, \ldots, \omega_n \} \) are the only solutions of (3.4) or (3.6). The proof is by contradiction. Assume that there exists another solution which we denote by \( \omega_{n+1} \). The matrix \( SS^* \) in (3.6) is the orthogonal projection operator onto the subspace spanned by the columns of \( S \). Thus, it would follow from (3.6) that the linearly independent vectors \( \{ a(\omega) \}_{i=1}^{n+1} \) (by assumption A2) belong to the column space of \( S \). However, this is impossible since that space is of dimension equal to \( n \).

The basic idea of the MUSIC algorithm is the exploitation of the property (3.4), or (3.6), of the true covariance matrix \( \hat{R} \). In practice, \( \hat{R} \) is unknown, but it can be consistently estimated from the available data. Let
\[ \hat{R} = \frac{1}{N} \sum_{i=1}^{N} y(t)y^*(t) \]

Similar to the eigendecomposition of \( R \), let \( \{ \hat{s}_1, \ldots, \hat{s}_n, \hat{g}_1, \ldots, \hat{g}_{m-n} \} \) denote the unit-norm eigenvectors of \( \hat{R} \), arranged in the descending order of the associated eigenvalues, and let \( \hat{S} \) and \( \hat{G} \) denote the matrices \( S \) and \( G \) made of \( \{ \hat{s}_i \} \) and, respectively, \( \{ \hat{g}_i \} \). Define
\[ f(\omega) = a^*(\omega) \hat{G}G^*a(\omega) \]  \hfill (3.7a)
\[ = a^*(\omega)[I - \hat{S}\hat{S}^*]a(\omega). \]  \hfill (3.7b)

The MUSIC estimates of \( \{ \omega_i \} \) are obtained by picking the \( n \) values of \( \omega \) for which \( f(\omega) \) is minimized. Minimization of \( f(\omega) \) is usually done by evaluating it at the points of a fine grid, using (3.7a) or (3.7b) [3.7a is preferred to (3.7b) if \( n > m - n \), and vice versa].

There are several variants of the MUSIC algorithm described above, which are currently in use (see the excellent survey paper [6] and [15–17]). Several computationally efficient (adaptive or batch) implementations are also available [18–20], [30]. For the sake of conciseness, in this paper we will concentrate on the basic MUSIC algorithm and its improved version introduced in [6] (to be described later). Other variants of the MUSIC can be analyzed similarly with respect to their statistical properties [37].

**B. MUSIC Asymptotic Distribution**

In this and the next subsection, we assume that conditions A1, A2, AMU, and AML hold. As already explained above, assumption AML is not necessary for the application of the MUSIC algorithm. However, it will be used in the analysis of the MUSIC estimator.

To establish the distribution of the MUSIC estimator, we need the following result on the statistics of the eigenvectors of the sample covariance matrix \( \hat{R} \).

**Lemma 3.1:** a) The estimation errors \( (\hat{s}_i - s_i) \) are asymptotically (for large \( N \)) jointly Gaussian distributed with zero means and covariance matrices given by
\[ E(\hat{s}_i - s_i)(\hat{s}_j - s_j)^* \]
\[ = \frac{\lambda_i}{N} \left[ \sum_{k=1}^{n} \frac{\lambda_k}{(\lambda_k - \lambda_i)^2} s_k \hat{s}_k^* + \sum_{i=1}^{n} \frac{\sigma}{(\sigma - \lambda_i)^2} \hat{s}_i \hat{s}_i^* \right] \]
\[ \cdot \widehat{\rho}_{i,j} \triangleq W_i \delta_{i,j} \]  \hfill (3.8a)
\[ E(\hat{s}_i - s_i)(\hat{s}_j - s_j)^T \]
\[ = - \frac{\lambda_i \lambda_j}{N(\lambda_i - \lambda_j)} s_i s_i^T (1 - \delta_{i,j}) \widehat{V}_{i,j}. \]  \hfill (3.8b)

b) The orthogonal projections of \( \{ \hat{g}_i \} \) onto the column space of \( S \) are asymptotically (for large \( N \)) jointly Gaussian distributed with zero means and covariance matrices given by
\[ E(SS^*\hat{g}_i)(SS^*\hat{g}_i)^* \]
\[ = \frac{\sigma}{N} \left[ \sum_{k=1}^{n} \frac{\lambda_k}{(\sigma - \lambda_k)^2} s_k \hat{s}_k^* \right] \widehat{\rho}_{i,j} \triangleq \frac{1}{N} U \delta_{i,j} \]  \hfill (3.9)
\[ E(SS^*\hat{g}_i)(SS^*\hat{g}_i)^T = 0 \quad \text{for all } i, j. \]  \hfill (3.10)

**Proof:** The results (3.8) are standard, see [7], [8] and the references therein. Result (3.9) has apparently been introduced in [5] and [6] (based on results for the real case, presented in [31]) but a proof was not provided. Result (3.10) appears to be new. Proofs of (3.9) and (3.10) can be found in Appendix A.

We can now state and prove the result on the asymptotic distribution of the MUSIC estimator.

**Theorem 3.1:** The MUSIC estimation errors \( \{ \hat{\omega}_i - \omega_i \} \) are asymptotically (for large \( N \)) jointly Gaussian distributed with zero means and variances-covariances given by
\[ E(\hat{\omega}_i - \omega_i)(\hat{\omega}_j - \omega_j) \]
\[ = \frac{1}{2N} \Re \left\{ d^*(\omega) GG^*d(\omega) \cdot a^*(\omega) Ua(\omega) \right\} \]
\[ \frac{1}{h(\omega_i) h(\omega_j)} \]  \hfill (3.11a)
where \( U \) is defined in (3.9), \( d(\omega) = da(\omega)/d\omega \), and
\[ h(\omega) = d^*(\omega) GG^*d(\omega). \]  \hfill (3.11b)

**Proof:** See Appendix B.

For the variance of the estimation error \( \hat{\omega}_i - \omega_i \), we obtain from (3.11) the following expression:
\[
E(\hat{\omega} - \omega)^2 = \frac{1}{2N} \frac{a^*(\omega) \, U a(\omega)}{b(\omega)} \\
= \frac{\sigma}{2N} \left[ \frac{1}{\sum_{k=1}^{n} (\lambda_k - \omega)} \right] \left[ a^*(\omega) \tilde{a}_k ^2 \right] \\
+ \frac{1}{\sum_{k=1}^{n} \left| d^*(\omega) \tilde{d}_k \right|^2}. \tag{3.12}
\]

It is interesting to note that the MUSIC variance may take large values when some of the eigenvalues \( \{ \lambda_k \}_{k=1}^{N} \) are close to \( \sigma \). This case corresponds to closely spaced signals (when the matrix \( A \) is almost rank deficient), to low signal-to-noise ratio, or to highly correlated signals (when the signal covariance matrix \( P \) is nearly singular). The variance may also be large when the vector \( d(\omega) \) is close to the column space of \( A \) (or \( S \)) and (therefore, quasi-orthogonal to \( \{ \tilde{g}_k \} \)). In such a case, the transfer vector \( a(\omega) \) is relatively insensitive to variations of \( \omega \) around \( \omega \), which means that \( f(\omega) \) has a flat minimum at \( \omega = \omega \).

In Section VII, we will derive an alternative formula to (3.12). Using that formula, we will reinforce the conclusions above and will show that the MUSIC estimator variance has the tendency to decrease with increasing \( m \) (which is intuitively expected).

C. An Improved MUSIC Estimator and Its Asymptotic Distribution

An appealing (valid for large \( N \)) maximum likelihood approach has been used recently in [6] to derive an improved MUSIC estimator. More exactly, the improved estimator is obtained by maximizing the likelihood of the vector

\[
\epsilon_i \triangleq a^*(\omega) \tilde{g}_i, \quad i = 1, \cdots, m - n. \tag{3.13}
\]

Note that the MUSIC estimator minimizes \( \sum_{i=1}^{m-n} |\epsilon_i|^2 \). It is claimed in [6] that the estimator that maximizes the asymptotic (for \( N \gg 0 \)) likelihood of (3.13) is given by the minimizer of the following function:

\[
\alpha(\omega) = f(\omega)/r(\omega). \tag{3.14a}
\]

In (3.14a), \( f(\omega) \) is the MUSIC function given by (3.7), and

\[
r(\omega) = a^*(\omega) \, U a(\omega) \tag{3.14b}
\]

where \( U \) is the matrix \( U, \) (3.9), made of \( \{ \tilde{h}_k \} \) and \( \{ \tilde{d}_k \} \). As an aside, observe that \( r(\omega) \) is related to the numerator in the variance formula (3.12). It is shown in the following that the estimates obtained by minimizing (3.14) for any function \( r(\omega) \) have the same asymptotic (for large \( N \)) distribution as the MUSIC estimator.

**Theorem 3.2:** Assume that the function \( r(\omega) \) satisfies the regularity condition \( r(\omega) \neq 0 \) for \( i = 1, \cdots, n \), but is otherwise arbitrary. Then the estimates minimizing \( f(\omega) \) and \( \alpha(\omega) \) have the same asymptotic (for large \( N \)) distribution.

**Proof:** See Appendix C.

The result above may explain the similarity in the performance of the MUSIC and the estimator minimizing (3.14), observed in some of the simulations in [6]. Note that since the result holds for a general function \( r(\omega) \), improvement of the MUSIC performance should not be attempted by modifying the MUSIC function as in (3.14a) (at least, not for a "sufficiently large" \( N \)). In fact, we show in the following that an "exact" ML approach based on the "data" (3.13) does not lead to minimization of (3.14a) and (3.14b).

In Appendix D, we show that the asymptotic (for large \( N \)) negative log-likelihood function of (3.13) is given by

\[
- \ln L = \text{const} + (m - n) \ln \left[ a^*(\omega) \, U a(\omega) \right] \\
+ \frac{N f(\omega)}{a^*(\omega) \, U a(\omega)} \tag{3.15}
\]

Observe that (3.15) is \( O(1) \) for \( \omega \) close to a true value, and \( O(N) \) otherwise. Thus, for \( \omega \) close to \( \omega \), for some \( i \) (which is the case of great interest), the dominant term of \( - \ln L \) is affected if we neglect the second term in (3.15) as was implicitly done in [6]. On the other hand, the dominant term of (3.15) is not affected if \( U \) in the second and third terms of \( - \ln L \) is replaced by a consistent estimate. We replace \( U \) by \( \hat{U} \) defined previously. Thus, we propose to determine the estimates of \( \{ \omega_i \} \) by minimizing the following function with respect to \( \omega \):

\[
\beta(\omega) = \frac{m - n}{N} \ln r(\omega) + \frac{f(\omega)}{r(\omega)} \tag{3.16}
\]

where \( r(\omega) \) is defined in (3.14b).

Since the derivative of the first term in (3.16) with respect to \( \omega \) is \( O(1/N) \), it is not difficult to see that the asymptotic (for \( N \gg 0 \)) distribution of the estimator that minimizes (3.16) is also identical to that of the MUSIC. However, in the finite sample case, use of (3.16) may lead to improved performance as compared to (3.14), since (3.16) corresponds to a more exact (and computationally inexpensive) approximation of the likelihood function. Furthermore, when grid methods are used to approximately locate the minima of (3.16) (which is what is usually done), the first term in (3.16) may not be negligible, as explained above. Numerical experience with the new eigenanalysis estimator introduced above will be reported elsewhere.

IV. THE CRAMER-RAO BOUND

In this section, we assume that conditions A1, A2, and AML hold. Under these conditions, we derive the CRB on the covariance matrix of any unbiased estimator of \( \theta \) and \( \sigma \). In the following sections, we compare the performance of the MUSIC and the ML estimators (the MLE is discussed in Section V) to the ultimate performance corresponding to the CRB. The usefulness of the CRB formula derived in the sequel is not, of course, limited to the performance studies reported in this paper. It may also be used to establish the relative efficiency of other estimators for \( \theta \) and \( \sigma \) proposed in the literature (see, e.g., [15]-[17], [20]).
The first result of this section is contained in the following theorem.

**Theorem 4.1:** Under the assumptions stated, the CRB for \( \theta \) and \( \sigma \) is given by

\[
\text{CRB}(\theta) = \frac{\sigma^2}{2} \left\{ \sum_{i=1}^{N} \text{Re} \left[ X(t) D^* \right] \right\}^{-1}
\]

\[
\cdot \left[ I - A(A^*)^{-1}A^* \right] DX(t) \right\}^{-1}
\]

and

\[
\text{var}_{\text{CRB}}(\sigma) = \frac{\sigma^2}{mN}
\]

where

\[
X(t) = \begin{bmatrix} x_1(t) & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & x_r(t) & 0 \end{bmatrix}
\]

\[
D = \begin{bmatrix} d(\omega_1) & \cdots & d(\omega_n) \end{bmatrix}
\]

(recall that \( d(\omega) = da(\omega)/d\omega \)).

**Proof:** See Appendix E.

In the following, we drop the dependence of the CRB on \( \theta \) for notational convenience. Instead, we stress the dependence of the CRB on \( m \) and \( N \). We would expect the CRB to “decrease” when \( m \) or \( N \) increases. This intuitively expected result holds indeed, as shown in the next theorem.

**Theorem 4.2:** The CRB covariance matrix (4.1) satisfies the following order relations:

\[
\text{CRB}(N) \geq \text{CRB}(N + 1)
\]

\[
\text{CRB}(m) \geq \text{CRB}(m + 1)
\]

**Proof:** See Appendix F.

The results above are valid for a general transfer vector \( a(\omega) \). In the following, we present some specialized results for transfer vectors of the form (2.2), which appear in several signal processing applications (see Section II for some examples).

A. **CRB for \( n = 1, N = 1 \) and \( a(\omega) \) Given by (2.2)**

In this case, we have

\[
A = \begin{bmatrix} 1 & e^{i\omega} & \cdots & e^{i(m-1)\omega} \end{bmatrix}^T
\]

\[
D = \begin{bmatrix} 0 & ie^{i\omega} & \cdots & i(m-1)e^{i(m-1)\omega} \end{bmatrix}^T
\]

which gives

\[
A^*A = m
\]

\[
D^*D = 1 + 2^2 + \cdots + (m-1)^2 = \frac{m(m-1)(2m-1)}{6}
\]

\[
D^*A = -i\left[ 1 + 2^2 + \cdots + (m-1) \right] = -i\frac{m(m-1)}{2}
\]

Inserting (4.4) into the expression (4.1) of the CRB, we obtain

\[
\text{CRB} = \frac{6\sigma^2}{|x|^2 m(m^2-1)} = \frac{6}{\text{SNR}} \frac{1}{m^2 - 1} = \frac{6}{m^2 \text{SNR}}
\]

which agrees with the result for this specialized case derived in [24] (see also [25]). In (4.5), \( \text{SNR} = |x|^2/\sigma \).

B. **Asymptotic CRB for \( a(\omega) \) Given by (2.2)**

According to Theorem 4.2, for increasing \( m \) or \( N \), CRB \( (m, N) \) forms a sequence of monotonically nonincreasing positive definite matrices. In particular, this implies that CRB \( (m, N) \) has a well-defined limit when \( m \) or \( N \) tends to infinity. In the following, we evaluate the limit (or asymptotic) matrices CRB \( (m, \infty) \) and CRB \( (\infty, \infty) \). The formula derived for CRB \( (m, \infty) \) holds for general \( a(\omega) \). However, to obtain a formula for CRB \( (\infty, \infty) \) we need to specify \( a(\omega) \). The formula for CRB \( (\infty, \infty) \) provided in the following holds for \( a(\omega) \) given by (2.2).

**Theorem 4.3:** a) For sufficiently large \( N \), the CRB is given by

\[
\text{CRB} (m, \infty) = \frac{\sigma^2}{2N} \left[ \text{Re} \left\{ \left[ D^* \left[ I - A(A^*)^{-1}A^* \right] D \right] \circ P^T \right\} \right]^{-1}
\]

where \( P \) is defined in (2.1), and \( \circ \) denotes the Hadamard matrix product.

b) Let \( a(\omega) \) be given by (2.2). Then, for sufficiently large \( m \) and \( N \), the CRB is given by

\[
\text{CRB} (\infty, \infty) = \frac{6}{mN} \begin{bmatrix} 1/\text{SNR}_1 & 0 \\
0 & 1/\text{SNR}_\omega \end{bmatrix}
\]

where \( \text{SNR}_i = P_i/\sigma \) is the signal-to-noise ratio for the \( i \)th signal.

**Proof:** See Appendix G.

The usefulness of the above asymptotic CRB formulas lies in the fact that they are (much) easier to evaluate than the exact finite-case formula (4.1), yet they may provide good approximations to the exact CRB for reasonably large values of \( m \) and \( N \).

V. **The Maximum Likelihood Estimator**

In this section, we assume that conditions A1, A2, and AML hold. The log-likelihood function of the observations \( \{ y(t) \}_{i=1}^N \) is then given by

\[
L = \text{const} - mN \ln \sigma - \frac{1}{\sigma} \sum_{i=1}^N \left[ y(t) - Ax(t) \right]^* \left[ y(t) - Ax(t) \right]
\]
Clearly, (5.5) is minimized by \( \hat{A} = A \), which shows that the MLE of \( \theta \) is consistent when \( N \to \infty \) (and \( m < \infty \)). The MLE of \( \{x(t)\} \) and \( \sigma \), however, are inconsistent. This can be seen as follows. When \( N \to \infty \), \( \hat{x}(t) \) and \( \hat{\sigma} \) tend to the following limits:

\[
\begin{align*}
\hat{x}(t) &\to (A^*A)^{-1}A^*y(t) \\
&= x(t) + (A^*A)^{-1}A^*e(t) \\
\hat{\sigma} &\to \frac{1}{m} \text{tr} \left[I - A(A^*A)^{-1}A^*\right] \bar{R}
\end{align*}
\]

which, for \( m < \infty \), differ from the true values \( x(t) \) and \( \sigma \). The inconsistency of \( \hat{x}(t) \) and \( \hat{\sigma} \) in the case of \( m < \infty \) (anticipated in the previous discussion) implies that the MLE of \( \theta \) does not achieve the CRB for large \( N \) if \( m \) is small. The following example illustrates this fact.

Consider the case of a single complex sine wave. The MLE of the sine wave frequency \( \omega \) is given by the minimizer of [see (5.4)]

\[
F(\theta) = \text{tr} \left[I - A(a^*(\omega)a(\omega))^{-1}a^*(\omega)\right] \bar{R}
\]

where \( a(\omega) \) is given by (2.2). Since \( a^*(\omega)a(\omega) = m \), minimization of (5.7a) is equivalent to maximization of the following function (which, we note in passing, can be interpreted as an averaged periodogram):

\[
g(\theta) = a^*(\omega) \bar{R}a(\omega).
\]

We want to determine the asymptotic (for \( N \gg 0 \)) variance of the estimate \( \hat{\omega} \) that maximizes (5.7b), and to show that this variance is strictly greater than the CRB for \( m < \infty \). After some calculations presented in Appendix H, we obtain

\[
\text{var}_{\text{ML}}(\hat{\omega}) = \frac{6\sigma}{mN} \frac{mP + \sigma}{m^2(m^2 - 1)}.
\]

The asymptotic (for large \( N \)) CRB is given by [see (4.5) and (4.6)]

\[
\text{var}_{\text{CR}}(\hat{\omega}) = \frac{6\sigma}{N} \frac{1}{m^2(m^2 - 1)}.
\]

Thus,

\[
\frac{\text{var}_{\text{ML}}(\hat{\omega})}{\text{var}_{\text{CR}}(\hat{\omega})} = 1 + \frac{\sigma}{mP} = 1 + \frac{1}{m \text{SNR}}
\]

which shows that the MLE is inefficient for \( m < \infty \), even though \( N \to \infty \). The example above will be significantly generalized in Section VII.

A. The Case of Small \( m \)

We begin the analysis by studying the consistency properties of the MLE when \( N \to \infty \) and \( m < \infty \). Since \( \bar{R} \) tends to \( R \) as \( N \to \infty \), it follows that the MLE of \( \theta \) tends to the minimizer of the following (asymptotic) criterion function:

\[
\text{tr} \left[I - A(A^*A)^{-1}A^*\right] R
= \text{tr} \left[I - A(A^*A)^{-1}A^*\right] [APA^* + \sigma I]
= \text{tr} \left[I - A(A^*A)^{-1}A^*\right] APA^* + \sigma (m - n)
\geq (m - n).
\]

B. The Case of Large \( m \)

We now assume that both \( N \) and \( m \) tend to infinity. Then the consistency of \( \hat{\theta} \) and \( \hat{\sigma} \) follows from (5.5) and (5.6b). To establish the consistency of \( \hat{x}(t) \), we need to introduce the following additional assumption:

\[
a^*(\omega)a(\omega) \to \infty \quad \text{as} \quad m \to \infty.
\]
Observe that \( a(\omega) \) given by (2.2) satisfies (5.10). Under (5.10), the covariance matrix of the bias term in (5.6a),
\[
E(A^*A)^{-1}A^*e(t)\ e^*(t)\ A(A^*A)^{-1} = \sigma(A^*A)^{-1}
\]
tends to zero as \( m \to \infty \), which establishes the consistency of \( \hat{x}(t) \).

The condition (5.10) is not only sufficient but also necessary for the consistency of \( \hat{x}(t) \). In fact, without this condition, the analysis of consistency would be meaningless. Indeed, the signals that do not satisfy (5.10) must be damped in some way (for example, exponentially damped). For such transient signals the behavior for large \( m \) is of no interest.

Once the consistency of the MLE has been established, its asymptotic efficiency essentially follows from the general theory of ML estimation [27]. Thus, under (5.10) the MLE of \( \theta \) will achieve the CRB for large \( m \) and \( N \). As a simple illustration of this property, observe from (5.9) that the asymptotic (for large \( N \)) ratio \( \text{var}_{\text{ML}}(\hat{\omega})/\text{var}_{\text{CRB}}(\hat{\omega}) \) tends to one as \( m \) increases.

Remark: For uniformly spaced linear arrays or uniformly sampled undamped exponential signals, the above requirement on \( N \) to be large is not necessary. Indeed, the consistency and asymptotic (for large \( m \)) efficiency of the ML estimates of sine wave parameters have been established in [26] for the single-experiment case \( (N = 1) \).

Let us summarize the main results of this section. The MLE of \( \theta \) converges to the true values when \( N \) increases. However, if \( m \) is small, then the MLE does not achieve the CRB even if \( N \) is increased without bound! For damped signal models, there is no remedy to this situation and the CRB cannot in general be attained. For undamped signal models (which satisfy (5.10)), the MLE achieves the CRB as \( m \) becomes large. See also Section VII and [37] for an analysis that reinforces the conclusions above.

Remark: It is worth noting that the inefficiency of the ML estimator of \( \theta \) in the case of a small \( m \) is a direct consequence of the requirement to estimate the amplitude values \( \{x(1), \ldots, x(N)\} \). If \( \{x(t)\}_{t=1}^T \) can be assumed to be a sample from a Gaussian white process and if it is required to estimate the covariance matrix \( P \) only (a far less demanding requirement), then one can conjecture that in such a case the MLE of \( \theta \) will be statistically efficient for large \( N \) and any \( m > n \).

The previous results provide some guidelines for choosing the values of \( m \) and \( N \) in a given application of the MLE (assuming that selection of \( m \) and \( N \) is at the disposal of the user, which, for some applications, such as array processing, where the number \( m \) of sensors is fixed, may not be the case). For damped signals, one should proceed in the following rather obvious manner: \( m \) should be chosen according to some guess of the signal damping period and \( N \) should be increased as much as possible (under restrictions on computer and measurement time). For undamped signals, one should select the values of \( m \) and \( N \) by a compromise between statistical efficiency and computational complexity. When \( m \) is increased, the MLE performance approaches the CRB performance. Furthermore, the CRB for undamped signal models is expected to decrease (much) faster with \( m \) than with \( N \) (for example, note from (4.7) that for complex sine waves the CRB decreases as \( 1/m^2 N \) as \( m \) and \( N \) increase). Thus, from the viewpoint of statistical efficiency, the tendency should be to increase \( m \) rather than \( N \). On the other hand, the computational burden associated with the MLE increases faster with \( m \) than with \( N \) (for example, evaluation of \( F(\theta) \) for a given \( \theta \) requires \( O(m^2 N) \) arithmetic operations). Thus, the need for the compromise mentioned above when selecting \( m \) and \( N \) is clearly seen.

VI. The Relationship Between the MUSIC and ML Estimators

In this section we assume that conditions A1, A2, AMU, and AML all hold, such that both the MUSIC and ML estimators are usable. We want to investigate possible relationships between MUSIC and ML.

By invoking the invariance principle of the ML estimators, it has been claimed by some authors (see, e.g., [5]) that MUSIC is a realization of the MLE. More precisely, it was claimed that since under the conditions stated, the sample eigenvectors \( \{\hat{s}_i\} \) are ML estimates of the true eigenvectors \( \{s_i\} \) (see, e.g., [28] and [31]), the MUSIC estimate \( \hat{\theta} \) of \( \theta \) obtained from \( \{\hat{s}_i\} \) should be the ML estimate by the invariance principle. However, this line of argument is not quite correct. Briefly stated, the reason is as follows. When \( \{\theta\} \) span the set of feasible values \( D_\theta \), \{\hat{s}_i\} span a set that let us denote by \( D_{\hat{s}} \). Every point from \( D_{\hat{s}} \) can be mapped back to a point in \( D_\theta \) by using the so-called inverse function. Existence of this inverse function is a key condition for the validity of the invariance principle. Now, due to estimation errors, \{\hat{s}_i\} will in general not belong to \( D_\theta \) (which is a “thin” set in \( C^{m \times 1} \)); as a consequence, the inverse function cannot be used to determine the point in \( D_\theta \) that corresponds to \{\hat{s}_i\} for the simple reason that there is no such point (the mapping from \{\hat{s}_i\} to \( \hat{\theta} \) employed by MUSIC is only an approximation of the correct inverse function). Thus, the invariance principle fails to be applicable. More details on the invariance principle of ML estimators, and its failure to apply to the type of problem discussed above, can be found in [29].

In Section III, we have seen that the MUSIC estimator is a large sample (for \( N \gg 0 \)) realization of an ML estimator obtained from the approximate distribution of the statistic (3.13). This property does not imply any immediate relationship between the MUSIC and the MLE of Section V, obtained from the exact distribution of the raw data statistic. However, it suggests that the MUSIC estimator possesses some “optimality” property and therefore that a relationship to the MLE is likely to exist. That this is indeed the case is shown in the following theorem.

Theorem 6.1: Under the assumptions stated (A1, A2, AMU, and AML), the MUSIC estimator is a large sample
\( (N \gg 0) \) realization of the MLE of Section V, if and only if the signal covariance matrix \( P \) is diagonal.

**Proof:** See Appendix I.

The result of Theorem 6.1 is pleasantly intuitive. When the \( n \) signals are uncorrelated, it should indeed be possible (at least for \( N \)) to decouple the \( n \)-dimensional search problem implied by the MLE into the \( n \) one-dimensional problems solved by MUSIC. When the signals are correlated, this should not be possible. Note that it is this decoupling that makes the MUSIC estimator much more attractive computationally than the MLE.

We may also remark that the theorem above provides a theoretical explanation for the good performance of the MUSIC, observed in many experiments with uncorrelated signals, as well as for a degradation of performance when the signals are highly correlated. More quantitative results on these aspects of the MUSIC performance can be found in the next section (see also the companion paper [37]).

VII. **An Analytic and Numerical Study of Performance**

Our aim in this section is to study in more detail the MUSIC estimation error variance and to compare it to the CRB. We will use the asymptotic (for large \( N \)) formulas (3.12) and (4.6) for the variance of the MUSIC estimator and the CRB, respectively. Thus, our results will be valid for a sufficiently large number \( N \) of experiments or snapshots.

**A. An Analytic Study**

We begin by developing a more convenient formula for the MUSIC error variance. From (3.12) we obtain

\[
\begin{align*}
\text{var}_{\text{MUSIC}}(\hat{\omega}) &= \frac{\sigma}{2N} \left[ \sum_{i=1}^{n} \left( \frac{1}{\lambda_i} + \frac{\sigma}{(\lambda_i - \sigma)^2} \right) |a^*(\omega_i)\xi_i|^2 \right] + \frac{\sigma}{2N} \sum_{k=1}^{m-n} \left| d^*(\omega_k)g_k \right|^2 \\
&= \frac{\sigma}{2N} \left[ a^*(\omega) (\tilde{\Lambda}^{-1} S^* + \sigma \tilde{\Lambda}^{-1} s^*) a(\omega) \right] + \frac{\sigma}{2N} \left[ d^*(\omega) GG^* d(\omega) \right]
\end{align*}
\]

(7.1)

where

\[
\tilde{\Lambda} = \Lambda - \sigma I \approx \begin{bmatrix} \lambda_1 & 0 \\ & \ddots \\ 0 & \lambda_n \end{bmatrix} - \sigma I.
\]

Using (3.1) and the eigendecomposition of \( R \), we can write

\[
R = APA^* + \sigma I = S\tilde{\Lambda}S^* + \sigma GG^* = S\tilde{\Lambda}S^*
\]

which implies

\[
APA^* = S\tilde{\Lambda}S^*
\]

\[
APA^* APA^* = S\tilde{\Lambda}^2 S^*
\]

and therefore

\[
(S^*A)P(A^*S) = \tilde{\Lambda}
\]

\[
(S^*A)P(A^*A)P(A^*S) = \tilde{\Lambda}^2.
\]

(7.2)

Since the columns of \( A \) lie in the column space of \( S \), and \( A \) has full rank, it follows that the matrix \( S^*A \) is nonsingular and

\[
SS^* = A(A^*A)^{-1} A.
\]

(7.3)

The nonsingularity of \( (S^*A) \) and (7.2) gives

\[
(A^*S)\tilde{\Lambda}^{-1}(S^*A) = P^{-1}
\]

\[
(A^*S)\tilde{\Lambda}^{-1}(S^*A) = P^{-1}(A^*A)^{-1} P^{-1}.
\]

(7.4)

Using (7.3) and (7.4) in (7.1), we get

\[
\text{var}_{\text{MUSIC}}(\hat{\omega}) = \frac{\sigma}{2N} \left\{ \left[ P^{-1} \right]^i_{ij} + \sigma \left[ P^{-1}(A^*A)^{-1} P^{-1} \right]^i_{ij} \right\} / h(\omega_i)
\]

(7.5a)

where

\[
h(\omega) = d^*(\omega) \left[ I - A(A^*A)^{-1} A^* \right] d(\omega)
\]

(7.5b)

and \((\cdot)_{ij}\) denotes the \(i,j\) element of the matrix in question. The variance (7.5a) may take relatively large values if the signals are highly correlated (i.e., \( P \) is nearly singular) or if they are closely spaced (i.e., \( A^*A \) is nearly singular), or \( d(\omega_i) \) is close to the column space of \( A \) for some \( i \) (a similar conclusion has been drawn in Section III using (3.12)).

Evaluation of formula (7.5) for the MUSIC variance can be done directly from the original parameters \( \sigma, P, \) and \( \theta = \{ \omega_i \} \) of the problem. The eigendecomposition of \( R \) is not necessary, which is in contrast to the evaluation of (3.12). Furthermore, (7.5) can be conveniently used to analytically compare the MUSIC error variance and the CRB. For this, note from (4.6) that the CRB is given by

\[
\text{var}_{\text{CRB}}(\hat{\omega}) = \frac{\sigma}{2N} \left[ \left[ D^* \left[ I - A(A^*A)^{-1} A^* \right] D \right] \otimes P^T \right]^{-1} \bigg|_{\theta}
\]

(7.6)

First, we consider the case of uncorrelated signals. In such a case, the matrix \( P \) is diagonal, and (7.5) and (7.6) reduce to

\[
\text{var}_{\text{MUSIC}}(\hat{\omega}) = \frac{1}{2N \cdot \text{SNR}} \left[ 1 + \frac{\left[ (A^*A)^{-1} \right]^i_{ij}}{\text{SNR}} \right] / h(\omega_i)
\]

(7.7a)
and

\[ \text{var}_{\text{CR}}(\hat{\omega}_i) = \left( \frac{1}{2 N \cdot \text{SNR}} \right)_i h(\omega_i) \]  

(7.7b)

where \( \text{SNR} = \frac{P_i}{\sigma} \). Since in the case of uncorrelated signals, the MUSIC is a large sample (for \( N \gg 0 \)) realization of the MLE (see Theorem 6.1), it follows that (7.7a) also gives the variance of the latter estimator.

From (7.7) we obtain

\[ \text{var}_{\text{MU}}(\hat{\omega}_i)/\text{var}_{\text{CR}}(\hat{\omega}_i) = 1 + \left[ (A^*A)^{-1} \right]_{ii} \text{SNR} \]  

(7.8)

It is interesting to note that in this case \( \text{var}_{\text{MU}}(\hat{\omega}_i) \) decreases monotonically with increasing \( m \). This is so since both \( \left[ (A^*A)^{-1} \right]_{ii} \) and \( \text{var}_{\text{CR}}(\hat{\omega}_i) \) (see Theorem 4.2) monotonically decrease when \( m \) increases. For reasonably large values of \( m \) and SNR, the ratio (7.8) expressing the efficiency of the MUSIC estimator will be close to one. Furthermore, if the signals are undamped so that (5.10) holds, the ratio will tend to one as \( m \) increases. Thus, we rediscover in another way the fact shown in Section V, that the MLE, which for diagonal \( P \) is equivalent to MUSIC, achieves the CRB as \( m \) becomes large for signal models satisfying (5.10). If (5.10) is not satisfied and SNR \( \neq \infty \), then the ratio (7.8) will remain strictly greater than one, thus reinforcing our claim in Section V that for damped signal models the CRB cannot be attained.

Next, consider the case of correlated signals. In this case, the MUSIC error variance cannot attain the CRB. Furthermore, if the matrix \( P \) is nearly singular, then the differences \( \{ \text{var}_{\text{MU}}(\hat{\omega}_i) - \text{var}_{\text{CR}}(\hat{\omega}_i) \} \) may take substantial values, even if \( m \) and SNR increase without bound. We illustrate these facts by considering the practically important case of \( a(\omega) \) given by (2.2). Using the results in Appendix G we can then show that, as \( m \) increases, the variances (7.5) and (7.6) tend to the following limits:

\[ \text{var}_{\text{MU}}(\hat{\omega}_i) = \frac{6\sigma}{Nm} \text{P}^{-1} \text{P}^{-1}_{ii} \]

\[ \text{var}_{\text{CR}}(\hat{\omega}_i) = \frac{6\sigma}{Nm^3} \text{P}^{-1} \text{P}^{-1}_{ii} \]

Thus, the ratio \( \text{var}_{\text{MU}}(\hat{\omega}_i)/\text{var}_{\text{CR}}(\hat{\omega}_i) = (P)^{-1}_{ii}(P)^{-1}_{ii} \) increases without bound as \( P \) approaches a singular matrix.

To conclude, for uncorrelated signals, the MUSIC estimator has an excellent performance for reasonably large values of \( N, m \), and SNR. Furthermore, for undamped uncorrelated signals, the MUSIC error variance attains the CRB for large \( N \) and \( m \) (or SNR). For correlated signals, however, the MUSIC cannot achieve the CRB. If the signals are highly correlated, then the MUSIC estimator may be very inefficient even for large values of \( N, m \), and SNR.

B. A Numerical Study

Consider the case of two signals (\( n = 2 \)) of equal powers, and let

\[ P = \begin{pmatrix} 1 & \rho \\ \rho & 1 \end{pmatrix}, \quad \rho \in [0, 1). \]

Furthermore, let \( a(\omega) \) be given by (2.2). We evaluated the efficiency ratio

\[ \text{eff} = \frac{\text{var}_{\text{CR}}(\hat{\omega})}{\text{var}_{\text{MU}}(\hat{\omega})} \]  

(7.9)

for \( \rho = 0.5, \; 0.7 \), and 0.9; \( \sigma = 0.01 \) (SNR = 20 dB), and 1 (SNR = 0 dB); \( m = 5, 10, 25, \) and 100; and varying \( (\omega_1, \omega_2) \). Note that in this case, when \( n = 2 \), the efficiency ratio (7.9) can be written as a function of the magnitude of the parameter separation \( \Delta \omega = |\omega_1 - \omega_2| \). The results obtained are shown in Figs. 1–4 as a function of \( \Delta \omega / \pi \).

Figs. 1 and 2 show the results for SNR values of 0 dB and 20 dB, respectively. These figures verify our theoretical result that, for uncorrelated and not too closely spaced signals, the MUSIC is statistically efficient for sufficiently large values of \( m \). As shown in the figures, the values of \( m \) for which \( \text{eff} \) is close to one decrease when the signal-to-noise ratio or \( \Delta \omega \) increases. The figures also demonstrate the degradation of the MUSIC efficiency when the correlation factor \( \rho \) increases. Note that for correlated signals, the MUSIC is in general inefficient even for high values of \( m \) and SNR.

Fig. 3 shows the efficiency ratio (7.9) for \( \rho = 0.5, \) SNR = 0 dB, and different values of \( m \). Fig. 4 shows the corresponding results for SNR = 20 dB. Note from these figures that in the case of \( \rho \neq 0 \), \( \text{eff} \) decreases with increasing \( m \), for some values of \( \Delta \omega \).

Next we show how our results can be used to evaluate the resolvability of the MUSIC algorithm quantitatively. The MUSIC algorithm is unlikely to resolve the signals when \( \text{st. dev}_{\text{MU}}(\hat{\omega}_i) > \Delta \omega \) (see [8]). Fig. 5 shows 8\( \sqrt{N} \text{ st. dev}_{\text{MU}}(\hat{\omega}_i) \) as a function of \( \Delta \omega \) for SNR = 0 dB and different values of \( m \) and \( \rho \). The straight lines shown in the figure correspond to \( \sqrt{N} \Delta \omega \) for \( N = 100, \) 200, and 500. Fig. 6 shows similar results for SNR = 20 dB. MUSIC is unlikely to resolve the two signals for values of \( \Delta \omega \) smaller than those at the intersections between the normalized standard deviation curves and the straight lines. It can be seen from the figures that the resolvability of the MUSIC increases with SNR, \( N \) or \( m \), as expected. Note also that the resolvability increases much faster with increasing \( m \) than with \( N \) (as predicted by the developed theory).

VIII. CONCLUSIONS

There are several new results obtained in this paper that should be mentioned.

• The MUSIC estimator was shown to be Gaussian distributed for sufficiently large \( N \), and two equivalent explicit formulas, (3.12) and (7.5), for its error variance have been provided. Formula (3.12) can be readily used in practical applications to evaluate the MUSIC accuracy, since consistent estimates of the terms appearing in (3.12) are obtained in the course of estimation of \( \theta \). Formula (7.5) is more convenient for theoretical studies of performance, as explained in the previous section. Note that formulas (3.12) or (7.5) can also be used to study the resolvability of the MUSIC algorithm.
The improved MUSIC estimator introduced in [6] has been shown to perform closely to the (basic) MUSIC estimator for large N, thus providing theoretical justification for the empirically observed results of [6]. In fact, the equivalence (for large N) of MUSIC to a whole class of "improved" MUSIC estimators of the form considered in [6] has been proved. A new MUSIC estimator has been obtained by slightly modifying the estimator of [6]: the new estimator is expected to perform better than other MUSIC-type estimators, for reasonably small values of m and N.

An explicit formula has been derived for the CRB on the covariance matrix of any unbiased estimator of \( \theta \). It was shown that the CRB monotonically decreases with increasing m or N. Simple formulas have been presented for the CRB in the case of large N, and in the case of large m and N and \( a(\omega) \) given by (2.2). The CRB formulas derived in this paper should be useful in practical applications and theoretical studies to compare the performance of a given estimator to the ultimate performance corresponding to the CRB.

It has been shown that the MLE of the parameter vector \( \theta \) does not achieve the CRB for \( N \to \infty \), if \( m < \infty \). For undamped signal models, however, the MLE approaches the CRB performance if m is increased. Based on this type of result, some guidelines for choosing the
values of \( m \) and \( N \) in a given application (when possible) have been provided.

- The MUSIC estimator has been proven to be a large sample (for \( N \gg 0 \)) realization of the MLE for any \( m > n \), if and only if the signals are uncorrelated. A consequence of this result is that the MUSIC should achieve the CRB for uncorrelated undamped signals and large \( m \) and \( N \) (see above). This property has been shown explicitly to hold for general uncorrelated undamped signals. Furthermore, it was shown that in the case of uncorrelated signals, the MUSIC error variance monotonically decreases with increasing \( m \). In particular, this provides a theoretical justification to the widespread opinion that the computationally efficient Pisarenko algorithm, which corresponds to MUSIC with \( m = n + 1 \) (the smallest possible value), is quite statistically inefficient, and better accuracy may be achieved by increasing \( m \) (at the expense of additional computations). For correlated signals, however, the MUSIC performance degrades. It was shown that this degradation of performance can be considerable if the signals are highly correlated (as a remedy, in such cases and for uniform linear arrays, the MUSIC based on a sub-aperture smoothed covariance matrix can be used as proposed, e.g., in [39]). Furthermore, in the case of correlated signals, the MUSIC error variance may occasionally increase when \( m \) increases. However, as shown in the numerical examples of Section VII, its general tendency is to decrease with increasing \( m \).
APPENDIX A

PROOF OF (3.9) AND (3.10)

Introduce the notation

\[ \hat{\Lambda} = \begin{bmatrix} \hat{\lambda}_1 & 0 \\ \vdots & \ddots \\ 0 & \hat{\lambda}_n \end{bmatrix}, \quad \Lambda = \begin{bmatrix} \lambda_1 & 0 \\ \vdots & \ddots \\ 0 & \lambda_n \end{bmatrix} \]

\[ \hat{\Sigma} = \begin{bmatrix} \hat{\lambda}_{n+1} & 0 \\ \vdots & \ddots \\ 0 & \hat{\lambda}_m \end{bmatrix} \]

\[ \Delta = G^*\hat{R}G - \sigma I \\
\Gamma = S^*\hat{R}G. \]

For large \( N \), \( \hat{S} = S + O(1/\sqrt{N}) \), \( \hat{\Lambda} = \Lambda + O(1/\sqrt{N}) \), \( \hat{\Sigma} = \sigma I + O(1/\sqrt{N}) \), and \( G^*\hat{S} = O(1/\sqrt{N}) \). Using these facts and the eigendecomposition of \( \hat{R} \), we get

\[ (G^*\hat{G})(\hat{G}^*G) = G^*(I - \hat{S}\hat{S}^*)G = I - (G^*\hat{S})(\hat{S}^*G) = I \]

(A.1)

\[ \Delta = G^*(\hat{S}\hat{S}^* + \hat{G}\hat{G}^*)G - \sigma I \]

= \((G^*\hat{G})\hat{\Sigma}(\hat{G}^*G) - \sigma I \)

= \((G^*\hat{G})(\hat{\Sigma} - \sigma I)(\hat{G}^*G) - (I - (G^*\hat{G})(\hat{G}^*G)) \cdot \sigma = (G^*\hat{G})(\hat{\Sigma} - \sigma I)(\hat{G}^*G) \]

(A.2)
\[ \Gamma = S^* (\hat{S} \hat{S}^* + \hat{G} \hat{G}^*) G = (S^* \hat{S}) \Lambda (S^* G) + (S^* \hat{G}) \Sigma (\hat{G}^* G) \]

(A.3)

and

\[ (S^* \hat{G}) (\hat{G}^* G) = S^* (I - \hat{S} \hat{S}^*) G = -(S^* \hat{S}) (S^* G) = -\hat{S}^* G \]

(A.4)

where the terms neglected in the approximations are \( O(1/N) \). To proceed we need the following result.

**R:** The asymptotic distributions of the elements of \( \hat{S}^* G \) and of \( \hat{G}^* G \) are independent.

**Proof:** Define

\[ u(t) = S^* y(t) \]

\[ v(t) = G^* y(t) = G^* e(t) \]

and observe that

\[ \Delta_y = \frac{1}{N} \sum_{i=1}^{N} v_i(t) v_i^*(t) - \sigma \delta_{i,j} \]

\[ \Gamma_{vy} = \frac{1}{N} \sum_{i=1}^{N} u_i(t) v_i^*(t). \]
Since
\[ E[u(t) v^*(s)] = S^* E[v(t)] e^*(s) G = a S^* G \delta_{i,j} = 0 \]
for all \( t, s \),

\[ E[u(t) v^*(s)] = G^* E[v(t)] e^*(s) G = a \delta_{i,j} \]

\[ E[u(t) v^*(s)] = G^* E[v(t)] e^*(s) G^* = 0 \]
for all \( t, s \),

\[ E[u(t) v^*(s)] = S^* E[v(t)] e^*(s) G^* = 0 \]
for all \( t, s \),

it follows that
\[ E_{\Delta_i} = 0 \quad E_{\Gamma_{ij}} = 0. \]

Furthermore, using the following formula [38] for the expectation of the central finite variance random variables \( \{ x_i \}_{i=1}^4 \) of which at least one is of zero mean,
\[ E_{x_i x_1 x_2 x_4} = (E_{x_1 x_2}) (E_{x_1 x_3}) (E_{x_2 x_4}) + (E_{x_1 x_2}) (E_{x_3 x_4}) \]

we get
\[ E_{\Delta_i \Gamma_{ij}} = \frac{1}{N^2} \sum_{i=1}^N \sum_{j=1}^N E[v_i(t) v_j^*(t) - a \delta_{i,j}] \]
\[ = \left[ u_i^*(s) v_j(s) \right] = 0 \quad (A.5) \]

\[ E_{\Delta_i \Gamma_{ij}} = \frac{1}{N^2} \sum_{i=1}^N \sum_{j=1}^N E[v_i(t) v_j^*(t) - a \delta_{i,j}] \]
\[ = \left[ u_i(s) v_j^*(s) \right] = 0. \quad (A.6) \]

Since the elements of \( \Delta \) and \( \Gamma \) are Gaussian distributed by the multivariate central limit theorem, it follows from (A.5) and (A.6) that \( \Delta_{ij} \) and \( \Gamma_{ij} \) are independent (complex) random variables.

Now, observe from (A.1) and (A.2) that asymptotically the columns of \( \hat{G}^* \hat{G} \) form an orthonormal basis for the eigenspace of \( \Delta \). Thus, (A.2) defines \( \hat{G}^* \hat{G} \) uniquely (to within a change of sign) as a continuous function of \( \Delta \). It follows that \( \Delta \) determines the asymptotic distribution of \( \hat{G}^* \hat{G} \). Furthermore, from (A.3) and (A.4), we have that \( \Gamma = (\Lambda - aI)^{-1} \) (\( \hat{S}^* \hat{G} \)) and, therefore, that \( \Gamma \) determines the asymptotic distribution of \( \hat{S}^* \hat{G} \). Since the distributions of \( \Delta \) and \( \Gamma \) have been shown to be independent, the result follows.

If follows from the above result that \( \hat{G}^* \hat{G} \) in (A.4) can be considered to be fixed and, therefore, that \( \hat{S}^* \hat{G} \) has the same asymptotic distributions as \( \hat{S}^* \hat{Q} \hat{G} \) where \( \hat{Q} \) is some (fixed) unitary matrix (note from (A.1) that \( \hat{G}^* \hat{G} \) is asymptotically unitary). However, the columns of \( \hat{Q} \hat{G} \) form another set of eigenvectors associated with the repeated eigenvalue \( a \). Thus, we conclude that \( \hat{S}^* \hat{G} \) and \( -\hat{S}^* \hat{Q} \hat{G} \) have the same asymptotic distribution.

The important implication of the above analysis is that \( \hat{S}^* \hat{G} \) and \( -\hat{S}^* \hat{Q} \hat{G} \) have the same limiting distribution. However, the limiting distribution of the latter is the same as that of \( -\hat{S} \Lambda^{-1} \Gamma \), where \( \Gamma_i \) is the \( \hat{S}^* \hat{G} \) and \( -\hat{S}^* \hat{Q} \hat{G} \) have the same asymptotic distribution.

\[ \Gamma \] [cf. (A.3) and (A.4)]. As explained previously, the asymptotic distribution of \( \Gamma \) is Gaussian with zero mean. The covariance matrix of this distribution is derived as follows:

\[ \lim_{N \to \infty} E \left( \sqrt{N} \Gamma_i \cdot \sqrt{N} \Gamma_i^* \right) \]
\[ = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^N \sum_{j=1}^N E[u_i^*(t) v_j^*(t) v_j(s) u_i^*(s)] \]
\[ = a \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^N \sum_{j=1}^N E[u_i^*(t) v_j(s) \delta_{i,j}] \]
\[ = a \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^N \left[ SS^* \delta_{i,j} \right] S \delta_{i,j} \]
\[ = a S^* \delta_{i,j} \]

(A.7)

and

\[ \lim_{N \to \infty} E \left( \sqrt{N} \Gamma_i \cdot \sqrt{N} \Gamma_i^* \right) \]
\[ = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^N \sum_{j=1}^N E[u_i^*(t) v_j^*(t) u_i^*(s)] \]
\[ = a S^* \delta_{i,j} = a \lambda \delta_{i,j} \]

(A.8)

The results (3.9), (3.10) now follow from (A.7), (A.8), and the observation that \( SS^* \delta_{i,j} \) and \( -S \Lambda^{-1} \Gamma \) have the same asymptotic distribution.

**APPENDIX B**

**PROOF OF (3.11)**

As \( \{ \hat{\omega} \} \) is a minimum point of \( f(\omega) \), we must have
\[ f'(\hat{\omega}) = 0 \]

where
\[ f'(\hat{\omega}) = \frac{d f(\omega)}{d \omega} \bigg|_{\omega = \hat{\omega}} \]
\[ = d^*(\omega) \hat{G}^* a(\omega) + a^*(\omega) \hat{G} \]
\[ = 2 \text{Re} \left[ a^*(\omega) \hat{G} \hat{G}^* \right] \]

(B.1)

Following the idea of [5], we use the expression (3.7a) of \( f(\omega) \), which appears to be more convenient than (3.7b) for the analysis of the distribution of the estimation errors \( \{ \hat{\omega} - \omega \} \). Since \( \hat{\omega} \) is a consistent estimate of \( \omega \), we can write for sufficiently large \( N \)
\[ 0 = f'(\hat{\omega}) = f'(\omega) + f^\prime(\omega) \hat{\omega} \]
\[ = 2 \text{Re} \left[ a^*(\omega) \hat{G} \right] d(\omega) \]
\[ + 2 \text{Re} \left[ d^*(\omega) \hat{G}^* \hat{G} \right] \]
\[ + 2 \text{Re} \left[ a^*(\omega) \hat{G} \hat{G}^* \right] \hat{\omega} \]
\[ + 2 \text{Re} \left[ d^*(\omega) \hat{G} \hat{G}^* \right] \omega \]

(B.2a)

where the terms neglected in the approximations are \( O(1/N) \). The \( \hat{G}^* \) in the first term of (B.2a) can be replaced by \( G^* \) without affecting the asymptotic distribu-
tion. Indeed,

\[ A^* \hat{G} \hat{G}^* = A^* SS^* \hat{G} \hat{G}^* = A^* SS^* (I - \hat{S} \hat{S}^*) GG^* \]
\[ = -A^* SS^* (\hat{S} \hat{G}) (\hat{S} \hat{G}) G^* \approx -A^* SS^* (\hat{S} \hat{G}) G^* \]

(B.2b)

(where again the terms neglected are \(O(1/N)\)), and 

\(-\hat{S} \hat{G}\) has been shown in Appendix A to be asymptotically equivalent to \(\hat{S} \hat{G}\). Also note that

\[ a^*(\omega) \hat{G} \hat{G}^* d(\omega) \]
\[ = a^*(\omega) SS^* \hat{G} \hat{G}^* d(\omega) \]
\[ = a^*(\omega) \{ SS^* \hat{g}_1 \cdots SS^* \hat{g}_{m-n} \}
\[ = \sum_{k=1}^{m-n} \left[ g_k^* d(\omega) \right] \left[ a^*(\omega) SS^* \hat{g}_k \right]. \]

(B.3)

From (B.2) and (B.3) we get (neglecting the higher-order terms)

\[ \hat{\omega}_i - \omega_i \]
\[ = -\text{Re} \left\{ \sum_{k=1}^{m-n} \left[ g_k^* d(\omega) \right] \left[ a^*(\omega) SS^* \hat{g}_k \right] \right\} / h(\omega_i) \].

(B.4)

The asymptotic zero-mean Gaussian distribution of \(\{ \hat{\omega}_i - \omega_i \}\) follows from (B.4) and Lemma 3.1, part b. It remains

\[ a^*(\omega) = \frac{f'(\omega) r(\omega) - f(\omega) r'(\omega)}{r^2(\omega)} \]
\[ a^*(\omega) = \frac{[f^*(\omega) r(\omega) - f(\omega) r^*(\omega)] r(\omega) - [f'(\omega) r(\omega) - f(\omega) r'(\omega)] r^*(\omega)}{r^2(\omega)}. \]

(C.2a)

Since \(f(\omega) = O(1/N)\) and \(f'(\omega) = O(1/\sqrt{N})\), it follows from (C.1) and (C.2) that

\[ 0 = a^*(\omega) + a^*(\omega) (\hat{\omega} - \omega) \]
\[ = \frac{f'(\omega)}{r(\omega)} + \frac{f^*(\omega)}{r^*(\omega)} (\hat{\omega} - \omega) \]

(C.3)

where the neglected terms go to zero faster than \((\hat{\omega} - \omega)\), when \(N\) tends to infinity. From (C.3), we get

\[ f'(\omega) + f^*(\omega) (\hat{\omega} - \omega) = 0 \]

which is exactly (B.2) corresponding to MUSIC, and thus the proof is finished.

**APPENDIX D**

**Proof of (3.15)**

It follows from Lemma 3.1 that the random variables

\[ e_i = a^*(\omega) \hat{g}_i = a^*(\omega) SS^* \hat{g}_i \quad i = 1, \cdots, m - n \]
are Gaussian distributed with zero means and the following variances-covariances:

\[ E e_i e_j^* = \frac{1}{N} a^*(\omega) U a(\omega) \delta_{i,j} \]

\[ E e_i e_j = 0 \quad \text{for all } i, j. \quad \tag{D.1} \]

From (D.1) we get

\[ E \tilde{e}_k \tilde{e}_p = \frac{1}{4} E (\epsilon_k + \epsilon_k^* \epsilon_p + \epsilon_p^*) \]

\[ = \frac{1}{2N} a^*(\omega) U a(\omega) \delta_{k,p} \]

\[ E \tilde{e}_k \tilde{e}_p = -\frac{1}{4} E (\epsilon_k - \epsilon_k^* \epsilon_p - \epsilon_p^*) \]

\[ = \frac{1}{2N} a^*(\omega) U a(\omega) \delta_{k,p} \]

\[ E \tilde{e}_k \tilde{e}_p = \frac{1}{4i} E (\epsilon_k + \epsilon_k^* \epsilon_p - \epsilon_p^*) = 0 \quad \text{for all } k \text{ and } p. \]

Thus, the likelihood function is given by

\[ L(\epsilon_1, \cdots, \epsilon_{m-n}) \]

\[ = L(\tilde{\epsilon}_1, \cdots, \tilde{\epsilon}_{m-n}, \hat{\epsilon}_1, \cdots, \hat{\epsilon}_{m-n}) \]

\[ = \frac{1}{(2\pi)^{m-n}} \left[ \left( \frac{1}{2N} a^*(\omega) U a(\omega) \right)^{m-n} \right] \]

\[ \cdot \exp \left\{ -\frac{N}{a^*(\omega) U a(\omega)} \sum_{k=1}^{m-n} |\epsilon_k|^2 \right\} \]

and, therefore, the log-likelihood is

\[ \ln L = \text{const} - (m-n) \ln \left[ a^*(\omega) U a(\omega) \right] \]

\[ - \left[ N \sum_{k=1}^{m-n} |\epsilon_k|^2 \right] / \left[ a^*(\omega) U a(\omega) \right] \]

which proves (3.15).

**APPENDIX E**

**DERIVATION OF THE CRB**

The likelihood function of the data is given by

\[ L(y(1), \cdots, y(N)) \]

\[ = \frac{1}{(2\pi)^{mN} (\sigma/2)^{mN}} \exp \left\{ \left. -\frac{N}{\sigma} \sum_{r=1}^{mN} y(t) - Ax(t) \right|^2 \right\} \]

\[ \cdot \left[ y(t) - Ax(t) \right]. \quad \tag{E.1} \]

Thus, the log-likelihood function is

\[ \ln L = \text{const} - mN \ln \sigma - \frac{N}{\sigma} \sum_{r=1}^{mN} \left[ y(t) - x(t) A^* \right] \]

\[ \cdot \left[ y(t) - Ax(t) \right]. \quad \tag{E.1} \]

First, we calculate the derivatives of (E.1) with respect to \( \sigma \), \( \text{Re } x(t) \), \( \text{Im } x(t) \) and \( \theta \). We have

\[ \frac{\partial \ln L}{\partial \sigma} = -\frac{mN}{\sigma} + \frac{1}{\sigma} \sum_{i=1}^N e_i^* e(t) \]

\[ \frac{\partial \ln L}{\partial \bar{e}(k)} = 1 \sigma \left[ A^* e(k) + A^T e^*(k) \right] = \frac{2}{\sigma} \text{ Re } \left[ A^* e(k) \right] \]

\[ k = 1, \cdots, N \quad \tag{E.2a} \]

\[ \frac{\partial \ln L}{\partial \bar{e}_k} = 1 \sigma \left[ -i A^* e(k) + i A^T e^*(k) \right] = \frac{2}{\sigma} \text{ Im } \left[ A^* e(k) \right] \]

\[ k = 1, \cdots, N \quad \tag{E.2b} \]

and

\[ \frac{\partial \ln L}{\partial \omega_i} = \frac{2}{\sigma} \sum_{i=1}^N \text{ Re } \left[ x_i^* (t) \frac{dA^*}{d\omega_i} e(t) \right] \]

\[ = \frac{2}{\sigma} \sum_{i=1}^N \text{ Re } \left[ x_i^* (t) d^* (\omega_i) e(t) \right] \]

\[ i = 1, \cdots, n \]

which can be written more compactly as

\[ \frac{\partial \ln L}{\partial \theta} = \frac{2}{\sigma} \sum_{i=1}^N \text{ Re } \left[ x_i^* (t) D^* e(t) \right]. \quad \tag{E.2d} \]

To proceed, we need a number of results. These are stated and proven in the following:

**R1**: \( E e_i^* (t) e^i(s) e(s) = \begin{cases} m^2 \sigma^2 & \text{for } t \neq s \\ m(m + 1) \sigma^2 & \text{for } t = s. \end{cases} \)

**Proof**: For \( t \neq s \),

\[ E e_i^* (t) e^i(s) e(s) \]

\[ = \left[ E \tilde{e}_i^* (t) \tilde{e}(t) + E \tilde{e}_i^T (t) \tilde{e}(t) \right]^2 = m^2 \sigma^2. \]

For \( t = s \),

\[ E e_i^* (t) e^i(s) e(s) \]

\[ = \begin{cases} E \left[ \tilde{e}^T (t) \tilde{e}(t) \right] \end{cases} \]

\[ = E \left[ \tilde{e}^T (t) \tilde{e}(t) \right] + 2E \left[ \tilde{e}^T (t) \tilde{e}(t) \right] E \left[ \tilde{e}^T (t) \tilde{e}(t) \right] \]

\[ + E \left[ \tilde{e}^T (t) \tilde{e}(t) \right]^2 \]

\[ = 2E \left[ \tilde{e}^T (t) \tilde{e}(t) \right] + \frac{1}{2} m^2 \sigma^2. \]

Since

\[ E \left[ \tilde{e}^T (t) \tilde{e}(t) \right] \]

\[ = E \sum_{i=1}^m \sum_{j=1}^m \tilde{e}_i^T (t) \tilde{e}_j (t) = \sum_{i=1}^m \sum_{j=1}^m E \tilde{e}_i^T (t) E \tilde{e}_j (t) \]

\[ + \sum_{i=1}^m \sum_{j=1}^m E \tilde{e}_i (t) \]

\[ = (m-1) m \sigma^2 + 3m \sigma^2 = m(m+2) \sigma^2 \]

the proof is finished.

**R2**: \( E e_i^* (t) e^T (s) = 0 \quad \text{for all } t \text{ and } s. \quad \tag{E.4} \)
Proof: For \( t \neq s \), the result is immediate since \( e(t) \) and \( e(s) \) are independent. For \( t = s \), it follows from the fact that the third-order moments of Gaussian random variables are equal to zero.

**R3:** \( \text{Re} \{ x \} \text{Re} \{ y^T \} = \frac{1}{2} [\text{Re} \{ xy^T \} + \text{Re} \{ xy^* \}] \)

\[
\begin{align*}
\text{Im} \{ x \} \text{Im} \{ y^T \} &= -\frac{1}{2} [\text{Re} \{ xy^T \} - \text{Re} \{ xy^* \}] \\
\text{Re} \{ x \} \text{Im} \{ y^T \} &= \frac{1}{2} [\text{Im} \{ xy^T \} - \text{Im} \{ xy^* \}] 
\end{align*}
\]

(E.5)

**Proof:** The result follows from some straightforward calculations.

**R4:** Let \( H \) be a nonsingular complex matrix, and denote its inverse by \( G \triangleq H^{-1} \). Then

\[
\begin{bmatrix}
\bar{H} & -\bar{H} \\
\bar{H} & \bar{G}
\end{bmatrix} = \begin{bmatrix}
\bar{G} & -\bar{G} \\
\bar{G} & \bar{G}
\end{bmatrix} \quad \text{(E.6)}
\]

**Proof:** The equality (E.6) can equivalently be written as

\[
\bar{H}G - \bar{G}H = I \\
\bar{H}G + \bar{G}H = 0
\]

which certainly must hold since

\[
I = HG = (\bar{H} + i\bar{H})(\bar{G} + i\bar{G}) \\
= (\bar{H}G - \bar{G}H) + i(\bar{H}G + \bar{G}H). \quad \blacksquare
\]

Turn now to the evaluation of the CRB covariance matrix, which is given by

\[
\Omega = (E\psi^\psi^T)^{-1} \quad \text{(E.7a)}
\]

where

\[
\psi^T = \frac{\partial \ln L}{\partial \theta} = \left[ \sigma \bar{x}^T(1) \bar{x}^T(1) \cdot \cdot \cdot \bar{x}^T(N) \bar{x}^T(N) \theta^T \right].
\]

(E.7b)

Using R1, we get

\[
E \left[ \frac{\partial \ln L}{\partial \theta} \right]^2 = \frac{m^2N^2}{\sigma^2} - 2 \frac{mN}{\sigma^2} \sum_{t=1}^{N} Ee^*(t)e(t) \\
+ \frac{1}{\sigma^2} \sum_{t=1}^{N} \sum_{s=1}^{N} Ee^*(t)e(t)e^*(s)e(s) \\
= \frac{m^2N^2}{\sigma^2} - 2 \frac{m^2N^2}{\sigma^2} \\
+ \frac{Nm}{\sigma^2} \left[(N - 1)m + (m + 1)\right] \\
= \frac{mnN}{\sigma^2}. \quad \text{(E.8a)}
\]

Using R2, we note that \( \frac{\partial \ln L}{\partial \sigma} \) is not correlated with any of the other derivatives in (E.2).

Next, we use R3 and the fact that \( Ee(t)e^*(s) = 0 \) for all \( t \) and \( s \) (see assumption A2), to obtain

\[
E \left[ \frac{\partial \ln L}{\partial \sigma} \right] = \frac{4}{\sigma^2} \sum_{t=1}^{N} \text{Re} \left[ Ee^*(k) e(t) A \right] \\
= \frac{2}{\sigma} \text{Re} \left[ A^*A \right] \delta_{t, \sigma} \quad \text{(E.8b)}
\]

\[
E \left[ \frac{\partial \ln L}{\partial \sigma} \right] = -\frac{4}{\sigma^2} \sum_{t=1}^{N} \text{Im} \left[ Ee^*(k) e^*(p) A \right] \\
= -\frac{2}{\sigma} \text{Im} \left[ A^*A \right] \delta_{t, \sigma} \quad \text{(E.8c)}
\]

\[
E \left[ \frac{\partial \ln L}{\partial \theta} \right] = \frac{4}{\sigma^2} \sum_{t=1}^{N} \left( -\frac{1}{\sigma^2} \right) \\
\cdot \text{Re} \left[ Ee^*(k) e^*(t) DX(t) \right] \\
= \frac{2}{\sigma} \text{Re} \left[ A^*DX(k) \right] \quad \text{(E.8d)}
\]

\[
E \left[ \frac{\partial \ln L}{\partial \theta} \right] = \frac{4}{\sigma^2} \sum_{t=1}^{N} \sum_{s=1}^{N} \text{Re} \left[ EX^*(t) DX^*(s) A \right] \\
= -\frac{2}{\sigma} \text{Im} \left[ X^*(k) DX^* \right] \\
= \frac{2}{\sigma} \text{Im} \left[ A^*DX(k) \right] \quad \text{(E.8e)}
\]

\[
E \left[ \frac{\partial \ln L}{\partial \theta} \right] = \frac{4}{\sigma^2} \sum_{t=1}^{N} \sum_{s=1}^{N} \text{Re} \left[ EX^*(t) DX^*(s) A \right] \\
\cdot e(t)e^*(s) DX(s) \\
= \frac{2}{\sigma} \sum_{t=1}^{N} \text{Re} \left[ X^*(t) DX^* \right] DX(t) = \Gamma^t. \quad \text{(E.8f)}
\]

Introduce the following notations:

\[
\text{var}_{C}(\sigma) = \frac{\sigma^2/mN}{\sigma^2/\sigma} \\
H = \frac{2}{\sigma} A^*A \\
G = H^{-1} \\
\Delta_{t} = \frac{2}{\sigma} A^*DX(k).
\]

Observe that since the matrix \( H \) is Hermitian, its imaginary part must be skew-symmetric \( H^T = -H \). Inserting
(E.8) into (E.7) and using the notation above, we get
\[
\Omega = \begin{bmatrix}
\text{var}_{CR}(\sigma) & 0 \\
\begin{bmatrix}
H & -\bar{H} \\
\bar{H} & H
\end{bmatrix} & \Delta_i \\
0 & 0 \\
\begin{bmatrix}
\Delta_i & \Delta_i' \\
\Delta_i & \Delta_i'
\end{bmatrix} & \Gamma
\end{bmatrix}^{-1}
\]
(E.9)

The expression (4.2) for var$_{CR}(\sigma)$ is thus proven. To prove the expression (4.1) for CRB$(\theta)$, we note that (E.9), a standard result on the inverse of a partitioned matrix, and R4 give
\[
\text{CRB}$^{-1}$(\theta) = \Gamma - \begin{bmatrix}
\bar{\Delta}_i' & \bar{\Delta}_i' \\
\bar{\Delta}_i & \bar{\Delta}_i
\end{bmatrix}
\begin{bmatrix}
G^* - \bar{G}^* \\
\bar{G}^* - G
\end{bmatrix}
\begin{bmatrix}
\bar{\Delta}_i \\
\bar{\Delta}_i
\end{bmatrix}
\]
(E.10)

Next, observe that
\[
\begin{bmatrix}
\bar{G} & -\bar{G} \\
G & \bar{G}
\end{bmatrix} \begin{bmatrix}
\Delta_i \\
\Delta_i
\end{bmatrix} = \begin{bmatrix}
G\Delta_i - \bar{G}\Delta_i \\
\bar{G}\Delta_i + G\Delta_i
\end{bmatrix} = \begin{bmatrix}
\bar{G}\Delta_i \\
G\Delta_i
\end{bmatrix}
\]
(E.11a)

and that
\[
\begin{bmatrix}
\bar{\Delta}_i' & \bar{\Delta}_i' \\
\bar{\Delta}_i & \bar{\Delta}_i
\end{bmatrix} = \text{Re}\{\Delta_i^*G\Delta_i\}. \quad (E.11b)
\]

From (E.10) and (E.11), it follows that
\[
\text{CRB}$^{-1}$(\theta) = \Gamma - \sum_{i=1}^{N} \text{Re}\{\Delta_i^*G\Delta_i\} = \frac{2}{\sigma} \sum_{i=1}^{N} \text{Re}\{X^*(t)D^*DX(t) - X^*(t)D^*A(A^*A)^{-1}A^*DX(t)\}
\]
\[
= \frac{2}{\sigma} \sum_{i=1}^{N} \text{Re}\{X^*(t)D^*\left[I - A(A^*A)^{-1}A^*\right]DX(t)\}
\]
which completes the proof.

**Remark:** A slightly more compressed derivation of the CRB formula (4.1) can be obtained if one uses the extension of Bangs’ formula [40] for the CRB matrix with information in the mean and covariance, see [41], instead of the standard general formula (E.7).

**APPENDIX F**

**PROOF OF (4.3)**

We have
\[
\text{CRB}^{-1}(N + 1) = \text{CRB}^{-1}(N) + \frac{2}{\sigma} \text{Re}\left\{X^*(N + 1)D^* \left[I - A(A^*A)^{-1}A^*\right]DX(N + 1)\right\}.
\]
(F.1)

The matrix in braces is Hermitian positive definite and thus its real part is symmetric positive semidefinite. This observation and (F.1) prove (4.3a).

To prove (4.3b), let us introduce for convenience the following notation:
\[
H = (A_m^*A_m)^{-1},
\]
\[
G = A_m^*D_m,
\]
\[
u^* = \text{the last row of } A_{m+1},
\]
\[
u^* = \text{the last row of } D_{m+1}.
\]

Making use of the nested structures of $A_{m+1}$ and $D_{m+1},$
\[
A_{m+1} = \begin{bmatrix} A_m & \nu^* \\
\nu^* & \text{last row of } D_{m+1}\end{bmatrix},
\]
\[
D_{m+1} = \begin{bmatrix} D_m \nu^* \\
\nu^* & \text{last row of } D_{m+1}\end{bmatrix}
\]
and of the matrix inversion lemma (see, e.g., [32]), we can write
\[
D_{m+1}^*\left[I - A_{m+1}(A_{m+1}^*A_{m+1})^{-1}A_{m+1}^*\right]D_{m+1}
\]
\[
= D_m^*D_m + \nu\nu^* - \left(G^* + \nu^*\right)(H^{-1} + uu^*)^{-1}
\]
\[
\cdot \left(G + uu^*\right)
\]
\[
= D_m^*D_m + \nu\nu^* - \left(G^* + \nu^*\right)\left(H - \frac{Huu^*H}{1 + uu^*H}\right)
\]
\[
\cdot \left(G + uu^*\right)
\]
\[
= D_m^*\left[I - A_m(A_m^*A_m)^{-1}A_m^*\right]D_m + Q \quad (F.2)
\]
where
\[
Q = \nu\nu^* + \frac{G^*Huu^*HG}{1 + uu^*H} - G^*\left[H - \frac{Huu^*H}{1 + uu^*H}\right]uu^*
\]
\[
- \nuuu^*\left[H - \frac{Huu^*H}{1 + uu^*H}\right]uu^*
\]
\[
= (\nu\nu^* + \nuuu^*Huu^* + G^*Huu^*HG - G^*Huu^*)/(1 + uu^*H)
\]
\[
- (\nuuu^*Huu^* - \nuuu^*Huu^*)/(1 + uu^*H)
\]
\[
= (\nu - G^*Huu^*)/(1 + uu^*H).
\]
Since the matrix $Q$ is evidently Hermitian positive semi-definite, the inequality (4.3b) follows from (F.2) and the expression (4.1) of the CRB.

APPENDIX G  
PROOF OF THEOREM 4.3

Let

$$H = D^*[I - A(A^*A)^{-1}A^*]D.$$  

Then, the $i,j$ element of the matrix whose inverse appears in (4.1) can be written as

$$\text{Re} \left\{ d^*(\omega_i) \left[ I - A(A^*A)^{-1}A^* \right] \sum_{i=1}^{N} x_i^*(t) x_i(t) \right\}$$

$$= N \text{Re} \left[ H_{ij} \cdot \frac{1}{N} \sum_{i=1}^{N} x_i^*(t) x_i(t) \right].$$

Since by definition

$$\lim_{N \rightarrow \infty} \frac{1}{N} \sum_{i=1}^{N} x_i^*(t) x_i(t) = P,$$

it readily follows that for sufficiently large $N$, the CRB is given by

$$\frac{\sigma}{2N} \left[ \text{Re} \left( H \otimes P \right) \right]^{-1}$$

which proves part (a).

Next consider part (b). To prove (4.7) we make use of the following result [26]:

$$\frac{1}{m^{1+1}} \sum_{i=1}^{m} t e^{it(\omega_1 - \omega_2)} \xrightarrow{m \rightarrow \infty} \begin{cases} 1/(k + 1) & \text{for } \omega_1 = \omega_2 \\ 0 & \text{for } \omega_1 \neq \omega_2. \end{cases}$$  

Using (G.1), we can write

$$\frac{1}{m^1} [D^*D]_{kp} = \frac{1}{m^1} \sum_{i=1}^{m-1} t e^{it(\omega_p - \omega_1)} \xrightarrow{m \rightarrow \infty} \frac{1}{3} \delta_{k,p},$$

$$\frac{1}{m^1} [A^*A]_{kp} = \frac{i}{m^1} \sum_{i=1}^{m-1} t e^{it(\omega_p - \omega_1)} \xrightarrow{m \rightarrow \infty} \frac{i}{2} \delta_{k,p},$$

$$\frac{1}{m^1} [A^*A]_{kp} = \frac{1}{m^1} \sum_{i=1}^{m} e^{it(\omega_1 - \omega_2)} \xrightarrow{m \rightarrow \infty} \delta_{k,p},$$

which readily give

$$\frac{1}{m^1} D^*[I - A(A^*A)^{-1}A^*]D$$

$$= \frac{1}{m^1} D^*D - \left( \frac{1}{m^1} D^*A \right) \left( \frac{1}{m^1} A^*A \right)^{-1}$$

$$\cdot \left( \frac{1}{m^1} A^*D \right) \xrightarrow{m \rightarrow \infty} \frac{1}{12} I.$$  

Inserting (G.2) into (4.6), we obtain (4.7), and the proof is finished.

APPENDIX H  
PROOF OF (5.8)

A "standard" deviation of $\text{var}_{\text{ML}}(\hat{\omega})$, which begins by developing $\frac{d}{d\omega} \frac{\lambda(\omega)}{s_1} \frac{\lambda(\omega)}{s_2}$ in a Taylor series around the true frequency, appears to be rather lengthy. In the following, we provide a simpler derivation, which makes use of Theorem 6.1 proven in Appendix I. That result states that

$$\text{var}_{\text{ML}}(\hat{\omega}) = \text{var}_{\text{ML}}(\hat{\omega}) = \frac{\sigma}{2N} \left( \frac{\lambda_1}{\sigma - \lambda_1} \right) \frac{\left( a^*(\omega) s_1 \right)^2}{\left( I - s_1s_1^* \right) d(\omega)}$$

where the expression for $\text{var}_{\text{ML}}(\hat{\omega})$ (i.e., the MUSIC variance) follows from (3.12). Since for the case under discussion, $R$ is given by

$$R = Pa(\omega) a^*(\omega) + \sigma I$$

it readily follows that

$$\lambda_1 = \frac{mP + \sigma}{2}$$

$$s_1 = a(\omega) \sqrt{m}.$$  

Inserting (H.2) into (H.1), we get (see also (4.4))

$$\text{var}_{\text{ML}}(\hat{\omega}) = \frac{\sigma}{2N} \frac{mP + \sigma}{mP^2 - m} \left( \frac{m(m - 1)(2m - 1)}{6} \right)$$

$$- \frac{m(m - 1)^2}{4}$$

and the proof is finished.

APPENDIX I  
PROOF OF THEOREM 6.1

The idea of the proof can be explained as follows. As shown in Section V, the ML estimate $\hat{\theta}$ of $\theta$, which is defined by [see (5.4)]

$$g(\hat{\theta}) \equiv \text{tr} \left[ \hat{A}(\hat{A}^*\hat{A})^{-1}\hat{A}^*\hat{R} \right] = \max_{\theta}$$

converges to the true values when $N$ tends to infinity. Furthermore, the estimation errors $(\hat{\theta} - \theta)$ are $O(1/\sqrt{N})$ for large $N$. According to this fact, we can neglect the terms in (I.1) whose derivative with respect to $\hat{\theta}$ is $O(1/N)$, without affecting the asymptotic (for $N \gg 0$) distribution of the MLE that maximizes (I.1).

To implement the idea above, we need to introduce some additional notation. Let

$$\Lambda = \begin{bmatrix} \lambda_1 & 0 \\ \vdots & \ddots \\ 0 & \lambda_n \end{bmatrix},$$

$$\Sigma = \begin{bmatrix} \hat{\lambda}_1 & 0 \\ \vdots & \ddots \\ 0 & \hat{\lambda}_n \end{bmatrix}.$$
Then, the eigendecomposition of $\tilde{R}$ can be written as follows:

$$\tilde{R} = \tilde{S} \Lambda \tilde{S}^* + \tilde{G} \Sigma \tilde{G}^*.$$  \hspace{1cm} (1.2)

Inserting (1.2) into (1.1), we obtain

$$g(\hat{\theta}) = \text{tr} \left[ (\tilde{S}^* \hat{A}^*) (\hat{A}^* \tilde{A})^{-1} (\hat{A}^* \tilde{S}) \Lambda \right]$$
$$+ \text{tr} \left[ (\hat{A}^* \tilde{A})^{-1} (\hat{A}^* \tilde{G}) \Sigma (\hat{A}^* \tilde{G})^* \right].$$  \hspace{1cm} (1.3)

Since, for large $N$,

$$\hat{A}^* \tilde{G} = O(1/\sqrt{N}),$$

and

$$\Sigma = aI + O(1/\sqrt{N}),$$  \hspace{1cm} (1.4)

it follows that we can replace $\Sigma$ in (1.3) by $aI$.

$$g(\hat{\theta}) = \text{tr} \left[ (\tilde{S}^* \hat{A}^*) (\hat{A}^* \tilde{A})^{-1} (\hat{A}^* \tilde{S}) \Lambda \right]$$
$$+ \text{tr} \left[ (\hat{A}^* \tilde{A})^{-1} \hat{A}^* \tilde{G} \Sigma \tilde{G}^* \hat{A} \right]$$
$$= \Lambda + \text{tr} \left[ (\tilde{S}^* \hat{A}^*) (\hat{A}^* \tilde{A})^{-1} (\hat{A}^* \tilde{S}) - I \right] \Lambda$$
$$- \text{tr} \left[ (\hat{A}^* \tilde{A})^{-1} \hat{A}^* \tilde{S} \hat{S}^* \tilde{A} - I \right] \sigma$$
$$= \Lambda + \text{tr} \left[ (\tilde{S}^* \hat{A}^*) (\hat{A}^* \tilde{A})^{-1} (\hat{A}^* \tilde{S}) - I \right]$$
$$- \Lambda - \sigma I.$$  \hspace{1cm} (1.5)

Define

$$\Delta = \tilde{G} \tilde{G}^* \hat{A} = \tilde{A} - \tilde{S} \hat{S}^* \hat{A}$$

and observe from (1.4) that $\Delta = O(1/\sqrt{N})$. Since $\tilde{S}^* \Delta = 0$, we can write

$$\hat{A}^* \tilde{A} = [\Delta^* + \hat{A}^* \tilde{S} \hat{S}^* \tilde{A}] [\Delta + \tilde{S}^* \hat{S} \Delta]$$
$$= \Delta^* \Delta + (\hat{A}^* \tilde{S}) (\tilde{S}^* \hat{A}).$$  \hspace{1cm} (1.6)

Next, note that the matrix $S^* A$ is nonsingular. This follows from the fact that $A = SQ$ for some matrix $Q$, and $Q$ must be nonsingular since $A$ has full rank by assumption. Thus, the matrix $\tilde{S}^* \hat{A}$ which, for large $N$, is close to $S^* A$, must also be nonsingular. Using this observation and (1.6), we get

$$g(\hat{\theta}) = \text{tr} \left[ (\tilde{S}^* \hat{A}^*) (\hat{A}^* \tilde{A})^{-1} (\hat{A}^* \tilde{S}) - I \right]$$
$$= \left[I + (\hat{A}^* \tilde{S})^{-1} \Delta^* \Delta (\tilde{S}^* \hat{A})^{-1} \right]^{-1} - I$$
$$= - (\hat{A}^* \tilde{S})^{-1} \Delta^* \Delta (\tilde{S}^* \hat{A})^{-1}.$$  \hspace{1cm} (1.7)

where we also used the fact that for some matrix $\Gamma$ of subunitary norm $(I + \Gamma)^{-1} = I - \Gamma + \Gamma^2 - \Gamma^3 + \cdots$. Inserting (1.7) into (1.5), we obtain

$$g(\hat{\theta}) = \text{const} - \text{tr} \left[ \Delta^* \Delta (\tilde{S}^* \hat{A})^{-1} \left(\Delta - aI\right) (\hat{A}^* \tilde{S}) \right].$$  \hspace{1cm} (1.8)

To complete the proof, we only need to show that the matrix that multiplies $\Delta^* \Delta$ in (1.8) can be replaced by $P$. Since

$$R = \hat{A} \hat{P} \hat{A}^* + aI = \hat{A} \hat{P} \hat{A}^* + aI + O(1/\sqrt{N})$$
$$= \tilde{S} \tilde{A} \tilde{S}^* + \tilde{G} \Sigma \tilde{G}^* + O(1/\sqrt{N})$$

it follows that

$$(\tilde{S}^* \hat{A}) P (\hat{A}^* \tilde{S}) + aI = \Lambda + O(1/\sqrt{N})$$

or yet

$$P = (\tilde{S}^* \hat{A})^{-1} (\Lambda - aI) (\hat{A}^* \tilde{S})^{-1} + O(1/\sqrt{N}).$$  \hspace{1cm} (1.9)

From (1.8) and (1.9), we obtain the following large sample (for $N \gg 0$) approximation to $g(\hat{\theta})$:

$$g(\hat{\theta}) = \text{const} - \text{tr} \left[ \hat{A}^* \tilde{G} \Sigma \hat{A} \right] P.$$  \hspace{1cm} (1.10)

Maximization of (1.10) with respect to $\hat{\theta}$ is equivalent to minimization of the MUSIC function (3.7), if, and essentially only if, the matrix $P$ is diagonal. Thus, the proof is finished.
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